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ABSTRACT
This paper presents a performance model for Many-to-One type communications on a dedicated heterogeneous cluster of
workstations based on a switched Ethernet network. This study finds that Many-to-One communication is more complex than
One-to-Many and Point-to-Point communications as it does not show a linear or even continuous dependence of the execution
time on message sizes. It displays a very high jump in execution time for a significant range of message sizes. As a result,
the proposed model is divided into three parts. The first part is for small sized messages whose model is linear, the second
part models the congestion region, and the last part is for large message sizes where linearity resumes. The proposed model is
validated for accuracy by the experiments on various platforms with different MPI implementations.
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1 Introduction

In our previous work [8] we proposed an accurate model for Point-to-Point communication which was used as a building block
to model One-to-Many, multiple independent Point-to-Point and Broadcast communication models for a dedicated heteroge-
nous cluster based on a switched-enabled Ethernet network. Due to the nature of a switched network, there was no traffic
interference between any communicating pair of nodes in our previous models and hence no congestion occurred. In contrast,
in Many-to-One communication type congestion occurs at the receiving node. This behaviour make it more complex than other
type of collective communication operations and hence extra parameters needs to be introduced as well as those of the previous
proposed Point-to-Point communication model.

Numerous tests on various MPI implementations and platforms showed the persistent existence of a continuous non-linear
behavior for a significant range of message sizes (c.f. Fig.1). The experiments use the same message sizes for all sending nodes
to make the model simple and easy to implement.

The rest of the paper is organised as follows. Section 2 gives an overview of the related work in the field. Section
3 summarises our previous work on collective communication models. Section 4 describes the new propose Many-to-One
communication model. Experimental setup and results follows in Section 5 and 6, respectively. We conclude in Section 7.

2 Related Work

Previous research for performance measurement such as the PRAM model [7, 9] found execution time estimations for Shared
Memory Multiprocessor architectures. It is not suited to a heterogeneous network environment as there are extra contingencies
such as processor variation and network issues. The bulk-synchronous parallel model (BSP) and BSP-like models [9, 11, 4]
allow for the asynchronous network influences such as latency and bandwidth, but they depend on restrictive programming
methodologies. Culler et al [4] present the LogP model based on four parameters of Point-to-Point communications. The
model is limited to small message sizes. Many adaptations extend this model, such as LogGP [1] for long messages. HLogGP
model addresses heterogeneous issues in [3]. Zhang and Yan [15] describe models for heterogeneity for a network of worksta-
tions (NOW). Williams presents the HBSP model [14] for performance on heterogeneous platforms, with similar restrictions to
those of BSP.

Sinnen and Sousa [12] show how processor heterogeneity is involved in communication. Kielmann et al [6] extend the
LogP model for a wide area network distributed system. Casanova, Marchal, Roberts et al [10] propose models for WAN
platforms to include issues such as network latency, bandwidth and topology.

Some authors e.g., Vadhiyar et al in [13] noticed the non-linearity behaviour of Many-to-One communication type. Other
studies such as [5] restrict message sizes to below where there is observance of non-linear behaviour.

3 Communication Models

A switched Ethernet network means that each node communicates directly with every other node in a network. In this section
we present a summary of our previous work that forms a basis for the proposed model [8].



3.1 Point-to-Point, One-to-Many and Multiple Point-to-Point Communication

The Point-to-Point communication is composed of the transmission delay, the source and destination node delays. For message
size M the communication execution time model from node i to node j is given by;

Tp2p = Ci + tiM + Cj + tjM + M/βij (1)

where Ci and Cj are the fixed processing delays at node i and j, respectively. ti and tj are times to process a byte at node i and
j, respectively. The transmission rate of the link connecting nodes i and j is βij .

One-to-Many communication is when a source node sends a message to arbitrarily number of nodes n ≤ N , for a cluster
of N nodes. One-to-Many communication model has two parts (c.f., Eq. 2). The first part is made up of small sized messages
(M ≤ S), where by the nature of standard MPI communication mode, the buffered mode send is used. A buffered mode send
operation sends the message whether or not a matching receive has been posted. It may complete before a matching receive is
posted and hence One-to-Many model exhibits parallelism.

C0 + t0nM +

{
max

j

{
Cj + tjM + M/β0j

}
M ≤ S

n∑
j=1

(Cj + tjM + M/β0j) M > S
(2)

The second part is of the large sized messages (M > S), the source must wait for a matching receive to be posted before
sending the next message. In this context, this part is a serialised communication scheme (c.f., Eq. 2).

The communication execution time for a set of K multiple independent Point-to-Point communications is given by the
maximum of the Point-to-Point communication time connections established;

Tmp2p = max
K

{
Tij

}
(3)

Due to the nature of the full duplex Ethernet switch, disjoint pairs of Point-to-Point communication will be independent to each
other and hence this communication type exhibits parallelism.

4 Many-to-One Communication

Many-to-One communication is when arbitrarily number of source nodes n ≤ N − 1 send the same message to the destination
node.

The proposed Many-to-One communication model uses the flat tree and is made up of three parts (c.f., Fig. 1):

1. Small message sizes (0 ≤ M ≤ M1): In this part, the proposed model is linear. Source nodes are sorted in ascending
order of the sending overheads. The node with the least sending overhead will reach the destination node first assuming
the transmission rate is the same for all links on the same message size. This is an analogue to a FIFO queueing system
with multiple sources where the receiving node acts as server node with fixed service time. Provided the server utilisation
is 100% (i.e., there are no idle times), the communication time is given by;

∆1(C0 + t0M + M/β0j +
n−1∑

i=1

(Ci + tiM)); (4)

where ∆1 is an adjustment factor to improve the accuracy of the proposed model.

The part with 0 subscript is the arrival time of a message from the source node with the least overhead. The summation
part is the total receiving overhead for all messages coming from n− 1 source nodes.

In the case were there are idle times, the total idle time Tidle is taken into consideration and Eq. 4 becomes;

∆1(C0 + t0M + M/β0j + Tidle +
n−1∑

i=1

(Ci + tiM)) (5)



           M1                                            M2

Figure 1. Many-to-One communication pattern

2. Congestion region (M1 < M ≤ M2): This part experiences a congestion that leads to a sharp increase in communication
execution times that reaches an upper bound of several constant discrete levels. As our first approximation the Eq. 6
accurately predicted execution time with a constant C for our cluster;

Tmto(M, N) = C; (6)

3. Large message sizes (M > M2): This is the last part of the proposed model where the linearity resumes. There is
synchronisation between a sender and receiver as the data is transmitted with guarantees of system resources that are
acknowledged to be available. This means that resources are allocated and reserved with sending and so congestion does
not occur. The reservation mode has greater latency as there is an extra system overhead. The communication time is
therefore given as;

∆2(C0 + t0M + M/β0j +
n−1∑

i=1

(Ci + tiM)) (7)

The additional scaling factor ∆2 represents the increased overhead for synchronous sending in reservation mode for
larger messages.

4.1 Gather Communication

If n = N−1 then the Many-to-One communication is reduced to Gather communication type. It has been found experimentally
that MPI Gather communication time is very close to the one with the proposed Many-to-One communication model and
also shows the same pattern. In this context the proposed Many-to-One communication model also accurately predicts the
MPI Gather communication time and hence Eqs. 4-7 are used for MPI Gather predictions.

5 Experiment Setup

The experiments were done on a dedicated heterogeneous cluster at the School of Computer Science and Informatics, University
College Dublin (UCD). The cluster is made up of 16 nodes, nine nodes are running Fedora Linux, 5 nodes have Debian
Linux installed and 2 node run SunOs. The processors are as follows, IBM x306 3.0GHz AMD Processor, two IBM x326
2.2GHz AMD Processors, two Dell PowerEdge SC1425 Xeon processors, 3.0GHz and 2.2GHz. 6 Dell PE750 Pentium 3.4GHz
processors. 3 HP DL140 Xeon Processors, 2.8GHz,3.4GHz and 3.6GHz. Two HP DL320 Celeron 2.9GHz and 3.4GHz Pentium
4 Processors. The cluster is connected via an Ethernet switch with adjustable bandwidth (from few Kilobytes) on each link.

5.1 Model Parameters

The ti, tj , Ci and Cj parameters were obtained by a simple ping pong communication in our previous work [8].The two pa-
rameters (i.e., Ci and ti) for each node define the characteristics of a particular node, and are the building blocks for all other



experimental work.

M1,M2 and C are additional parameters found experimentally which are the characteristics of a given network.

6 Experimental Results

This section presents the experimental results carried out to validate the Many-to-One communication model.

6.1 Many-to-One for Small Message Sizes

Experimental results for Many-to-One communication type for small message sizes (0 ≤ M ≤ M1) are compared against the
Many-to-One communication model in Fig. 2. It can be seen that the model accurately predict the communication execution
time. In our experiments M1 was found to be 3KB.
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Figure 2. Many-to-One compared to model for small message Sizes

6.2 Congestion Region

Fig. 3 shows Many-to-One communication model validation against the experimental results in the congested region (M1 <
M ≤ M2), where M1 and M2 where found to be 3KB and 64KB, respectively.

100

1000

10000

100000

1e+006

100 1000 10000 100000 1e+006

M
ic

ro
se

cs

Bytes

Many-to-One
Model

Figure 3. Many-to-One compared to model in congested region



6.3 Many-to-One for Large Message Sizes

The setting of the synchronous send by the system for large messages means that the execution time changes to include extra
overhead, but remains linear.

Fig. 4 compares the prediction model against the experimental results for large messages size M > M2
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Figure 4. Many-to-One compared to model for large message sizes

6.4 Gather Communication

The propose Many-to-One communication model is used to accurately predict the MPI Gather communication execution time
(c.f., Fig. 5).
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Figure 5. Gather compared to the proposed Many-to-One model

7 Conclusion

This paper present a model for Many-to-One communication execution times on a dedicated heterogeneous cluster base on a
switched-Ethernet network. The model is adapted to reflect both linear and the non-linear behaviour caused by congestion. The
proposed Many-to-One communication models also accurately predicted the MPI Gather communication time.

We meet the requirements of heterogeneity with a variety of processor power and operating systems with a simple and
practical solution.
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