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1 Abstract

The paper presents a communication model of a set
of heterogeneous processors interconnected via a switch-
enabled Ethernet network. The goal of the model is to accu-
rately predict the contribution of communication operations
into the total execution time of parallel applications running
on the platform. The presented model takes into account
the impact of the heterogeneity of processors on the perfor-
mance of communication operations. In this paper, we give
analytical models for a single point-to-point communica-
tion, multiple independent point-to-point communications,
multiple one-to-many point-to-point communications, and
for a broadcast. Experimental results are presented demon-
strating the accuracy of the analytical models.

2 Introduction

In this paper we aim at an accurate performance model
of communications of parallel applications on a hetero-
geneous cluster. The ultimate purpose of the model is to
predict the execution time of any given combination of
communication operations. In the paper, the model is built
step-by-step from a single point-to-point communication
to a combination of point-to-point communications and
collective communication operations. We look at the
standard MPI operations on a heterogeneous platform
of workstations with different processors and operating
systems with each node running MPI.

Research in this area has its origins in parallel comput-
ing on large distributed memory parallel machines with
many identical processors and can make the assumption
of a homogeneous environment. In recent times the
requirements of heterogeneity reflect the evolution of
parallel processing from dedicated parallel computing to
the harnessing of power of the networks of computers
today. Shared Memory Multiprocessor architectures

[6] consisting of a number of identical processors have
a memory bus connection rather than a network. The
PRAM model [7] can be used for this architecture but is
unrealistic for a cluster of workstations such as ours as it
assumes that all processors work synchronously and that
there are no communication costs between processors.
The bulk-synchronous parallel model (BSP) and BSP-like
models [4, 12, 10] allow for asynchronous processors and
also for latency and bandwidth but they have restrictive
programming methodologies. Culler et al [3] use the
model as a starting point for their LogP model. This
model is based on four simple parameters representing
aspects of point-to-point communications. The model
assumes homogeneous processor and communication
conditions for small message sizes, and can be applied
to communication operations as a simple summation of
inter-processor communications. Many adaptations of this
model were presented to extend it, such as LogGP [1] to
account for long messages and LogGPC [9] to account for
network contention delay. None of these models address
the issues due to heterogeneous conditions of a network
such as those of different processors, operating systems or
network idolization. Zhang and Yan [14] present models for
heterogeneity for a network of workstations (NOW) with
general definitions of a network. The HBSP model [13] by
Williams supports a combination of parallel machines and
machine clusters, their experiments show increased perfor-
mance on heterogeneous platforms, but with the restrictions
of following a synchronous programming methodology.
Kielmann et al [5] studies the LogP model for collective
communications with a computational grid application
over a geographically distributed system. New directions
considering processor involvement in task scheduling were
proposed by Sinnen and Sousa [11], making the point that
processor heterogeneity can be characterized by the links
for sending and receiving communications.

Models are also proposed by Casanova et al [8] for



large-scale WAN platforms for scheduling for heteroge-
neous networks. Network latency, bandwidth sharing and
network topology are all new areas that are addressed.
Their experimental work indicates the possibilities of
further exploration to take into account processor variation
or local bandwidth fluctuation.

In this paper we describe a model for point-to-point het-
erogeneity and then extend it for collective communication
operations. We seek to have a simple and adaptable model
that is independent of processor power, operating system or
application type. It is our strategic goal to extend this model
to all types of network to accurately predict execution times
of all types of communication operations and applications.
In a similar approach to Beaumont et al [2] with examina-
tions of scheduling problems for heterogeneous clusters,
we make assumptions of dual communication over single
port communications with a switched Ethernet topology.
We look at point-to-point and collective communications
operations in particular. The operations are examined to
simplify them to the serialization of communications, and
represented algebraically. Our model is built from a few
parameters that can be found experimentally with little
performance costs. These are important considerations
when exploring the practical viability of the model.

The rest of the paper is structured as follows. In Sec-
tion 3 we describe the model and give formulas for both
some point-to-point and collective communication opera-
tions. Section 4 describes experimental work, the applica-
tions, network and equipment details. Section 5 presents
results and deductions made from the experiments. Finally
we conclude in Section 6, with suggestions for further stud-
ies.

3 Analytical Models

This section proposes parallel communication models
for different scenarios in a heterogeneous environment. We
start with a single point-to-point communication and then
extend this to different types of combined point-to-point
communications and a collective communication operation,
broadcast. This analysis can then be examined by our exper-
iments to show the validity of our approach in subsequent
sections.

3.1 Point to Point Communication

The total communication time 7 experienced by a
message of size M is composed of the transmission delay,
T't, that is the time taken by a message of size M to cross
the network, the source node delay, L; and the destination
node delay L;. The transmission delay is the time lapsed

between the first bit transmitted and the last bit captured at
the destination node. In this model the propagation delay
is ignored because of the network nature. The source node
delay is due to fixed processing and variable processing
delays. Fixed processing delay includes message headers
construction while that of variable processing is made up
of message copying, hence dependent on message size M.

The following equations summarize the above explana-
tion;
T=Li+ Lj+Thet ey

Li(M) = C; + t; M; 2

where C;, t; and M; is the fixed precessing delay, time
needed to process a byte and message size at source node
1, respectively. The term ¢;M; is the variable processing
delay at source node %.

Lj(M) = Cj + tjMij 3)

Equation 3 is similar to Equation 2 with the exception that
these terms are at destination node j. M;; > M; is the
message size at the destination node (M;; is bigger due to
headers).

Thet(M) = M;j/Bij “4)

where (3;; is the transmission rate of the link connecting
source node ¢ and destination node j.

It can easily be shown that the difference between
M<i and M;; is very minimal, hence it is assumed that

Since a node is capable of receiving and sending
messages, one should associate it with C; and C;, but
empirical results show that their difference is very minimal
and can be ignored in order to have a good model with
fewest possible number of parameters, but still can capture
the complexity of a system under investigation.

Therefore the communication time for a point to point
communication in a heterogeneous environment from node
i to node j is given by;

Tij(M) = Ci + t;M + Cj + t;M + M/Bij  (5)
3.2 One to Many Communication

For an Ethernet switched cluster of nodes, each node can
directly communicate to every other node. One to many
communication is the process where by a source node dis-
seminates the same/different message to an arbitrarily num-
ber of nodes n < NN, where N is the cluster size. The source



node delay is much bigger due to large data size destined
n

for other n nodes, > M ;. By the nature of a standard MPI
j=1
communication implementation, for small messages (in our

case (<1KB), the source node must necessarily not wait be-
fore it can start sending the next message. Therefore, the
source node can start sending next message as soon as the
first byte of the current message has reached the destination
node. For large message size (>1KB), the source node can
wait before sending the next message. In this context, for
small messages, one to many communication can be seen as
parallel communication scheme while that of large message
as a serialized communication scheme. This type of com-
munication is modelled as a flat tree and hence the commu-
nication time is given by;

n

> 7(Cy + My + M;/Boy) M; > S

n
Co + to E Mj"l‘{ Jj=1 (6)
j=1

maX{Cj +t; M; + Mj/ﬁo;} M; <8

where C and t( are parameters at the source node 0, S'is
a message size threshold (in our case is 1K B) categorizing
small and large message size. .S can vary with a cluster in
use.

3.3 Multiple Point to Point Communication

This type of communication occurs when several
disjoint pairs in a cluster start communicating in a point to
point communication fashion of the same message at the
same time.

As this is running under a full duplex Ethernet switch,
disjoint pairs of point to point communication will be
independent to each other and hence the communication
time for a set K of disjoint ordered pairs, multiple point to
point communications is given by;

mac{ T3, (M) 9

In this communication type, there is no traffic interference,
the full duplex Ethernet switch has made this possible.

3.4 Broadcast Communication

In this type of communication, a source node sends the
same message to all other nodes in the network including
itself. MPI_BCAST Library implements a binomial tree
for broadcast process and hence the proposed model
will take into consideration the characteristics and the
properties of binomial trees. The proposed model has
two more parameters due to the overhead contributed by
the broadcast process. The broadcast overhead includes,

broadcasting message to itself (source node), MPI_BCAST
Library, physical message copying and routing operations.

Since there are | N/2| leaf nodes in a binomial, the num-
ber of paths from the source node to these leaf nodes is
IN/2|. Let TT = {m¥ a2 7§, ... 72} be a set of
these paths, where w = |N/2|. Each path 7, has its to-

P
tal point to point communication time Q;, = > T;;(M),

=0
where j = i+ 1and 1 < P < logaN. Therefore the
broadcast communication time is given by,

Q1 Qs Qs

ml_f%x{ﬂl Ty 2, Ty 7...,7T2“’}+F+TM ®)

where I' is the fixed broadcast overhead and 7 is the delay
per a message byte of the broadcast overhead.

4 Experiment Setup

The experiments were done on a dedicated hetero-
geneous cluster in the School of Computer Science and
Informatics, University College Dublin (UCD). The clus-
ter is made up of 16 nodes, IBM x306 3.0GHz AMD
Processor, two IBM x326 2.2GHz AMD Processors, two
Dell PowerEdge SC1425 Xeon processors, 3.0GHz and
2.2GHz. 6 Dell PE750 Pentium 3.4GHz processors. Three
HP DL 140 Xeon Processors, 2.8GHz,3.4GHz and 3.6GHz.
Two HP DL320 Celeron 2.9GHz and 3.4GHz Pentium 4
Processors. Eight nodes are running Fedora Core 4, six
nodes have Debian Linux installed, one is running Solaris
and the last one is running HP-UX.

The cluster is connected via a Cisco Catalyst 3560 Gi-
gabit Ethernet switch with adjustable bandwidth (from few
Kilobytes) on each link.

4.1 Model Parameters

Model parameters were measured using LAM/MPIL.
The ¢;,t;,C; and C; parameters are simply obtained by a
ping pong communication. Two homogeneous nodes are
set for the experiment and the parameters are calculated
by solving simultaneous equations. The two parameters
(i.e., C and t) for each node define the characteristics of a
particular node, this parameters are fixed unless one or all
of the following are changed; operating system, hardware
and communication software. These parameters are the
building blocks for all other communication operations.

As for broadcast communication, I' + 7M is obtained
by deducting experimental values for a particular message



size to max{ w752 w5 . 7% L. Then T and 7M
i

are calculated by simultaneous equation.

S Experimental Results

Due to limited space, each communication model dis-
cussed above is validated against experimental results but
only few graphs are shown although the whole experimen-
tal setup was done in a cluster of 16 nodes.

Point to Point Communication: Figure 1 shows the
comparison between the proposed point to point com-
munication model and the experimental results. Two
heterogeneous nodes (hcllO and hcll5) are selected from
the cluster, hcll0 is IBM E-Server 1.8GHz AMD opteron
processor and hcll5 is HP Proliant DL.140 2.8GHz Xeon
Processor, both running Linux Debian.

With GigaEthernet network infrastructure and powerful
processing nodes, the communication time for small
messages is very small and the difference between them is
very minimal.

From 1KB of a message size, the graph shows a sharp
increase in communication time. This is due to the point
that MPI standard communication requires message buffer-
ing. This can be a threshold where the model would have
to have two simultaneous equations.
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Figure 1. Point to point communication time

Broadcast Communication: Figure 2 shows the com-
parison between the experimental data and the predicated
data obtained from Equation 8. The proposed model for
broadcast communication gives a description very close to

the experimental data obtained by MPI_BCAST.
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Figure 2. Broadcast communication time

To use of binomial tree in a cluster, the nodes were
arranged as described in LAM/MPI. They were arranged
according to their nodes rank numbers, the implementation
was top bottom and right left.

One to Many Communication: As per one to many
communication time, the data obtained from model in
Equation 6 is compared to experimental data, the results
are very close and are depicted in Figure 3. For small
messages i.e., <1KB the second part of Equation 6 has
been used and the rest has used the first part of the equation.
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Figure 3. One to many communication time

It has been shown that the difference in the experimen-
tal and model communication time when using either part
of Equation 6 is an average of 12% compared to an aver-
age of 5% when using both parts appropriately. This val-
idates the claim of branching the equation for M; <1KB



and M; >1KB.

Multiple Point to Point Communication: The model for
multiple point to point communication time in Equation 7 is
validated against the experimental data, results are accurate
and are shown in Figure 4.
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Figure 4. Multiple point to point communica-
tion time

One to Many Vs Broadcast Communication: As a point
of interest, if n = IV in Equation 6 and the source node dis-
seminates the same message to itself, the one to many com-
munication model becomes a broadcast problem and out-
performs the MPI_LBCAST for bigger message sizes. This
can be explained due to the fact that the construction of a
binomial tree in LAM/MPI is not optimized and the over-
heads incurred due to MPI_BCAST library. The differences
are depicted in the Figure 5.
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Figure 5. One to many communication model
Vs MPI_BCAST

6 Conclusion

In this paper we have considered the challenge of
heterogeneity for a switched Ethernet cluster with a variety
of processor power and operating systems. We presented
an accurate performance model for communications on
a heterogeneous switch-enabled Ethernet network. We
have examined the problem of collective communications,
and propose a new model that can be adapted to represent
different forms of communication on parallel systems in a
simple and practical way.

Experiments show how our model for point to point,
one to many, many to one and many to many type commu-
nications yield comparative evaluation and measurement
with graphical displays. The figures show that the model is
a close representation of actual communications behavior.
The model can then be used to estimate the broadcast
operation, as demonstrated by experimental results.

We would like to continue experimental work to further
verify our findings in this area. We wish to represent other
collective communication operations. The ultimate poten-
tial of the model can be extended to apply to a more general
network topology such as LANs and WANs. The theoreti-
cal basis for this new direction is promising, and it is hoped
to be confirmed in further work.
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