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Abstract Many state-of-the-art parallel algorithms, which are widely used in sci-
entific applications executed on high-end computing systems, were designed in the
twentieth century with relatively small-scale parallelism in mind. Indeed, while in
1990s a system with few hundred cores was considered a powerful supercomputer,
modern top supercomputers have millions of cores. In this paper, we present a hierar-
chical approach to optimization of message-passing parallel algorithms for execution
on large-scale distributed-memory systems. The idea is to reduce the communica-
tion cost by introducing hierarchy and hence more parallelism in the communication
scheme. We apply this approach to SUMMA, the state-of-the-art parallel algorithm for
matrix–matrix multiplication, and demonstrate both theoretically and experimentally
that the modified Hierarchical SUMMA significantly improves the communication
cost and the overall performance on large-scale platforms.

Keywords Matrix Multiplication · Parallel Computing · Exascale Computing ·
Communication Cost · Grid5000 · BlueGene · Hierarchy

1 Introduction

A significant proportion of scientific applications developed for execution on high-
end computing systems are based on parallel algorithms proposed between the 1970s
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and 1990s. These algorithms were designed with relatively small computing systems
in mind and tested on such systems. Indeed, in 1995, the number of cores in the
top 10 supercomputers ranged from 42 to 3,680 [1]. Nowadays, in June 2013, this
number ranges from 147,456 to 3,120,000. Thus, over past two decades the number of
processors in HPC systems has increased by three orders of magnitude. This drastic
increase in scale significantly increases the cost of coordination and interaction of
processes in traditional message-passing data-parallel applications. In other words, it
increases their communication cost. In these applications, all processes are peers and
the number of directly interacting processes grows quickly with the increase of their
total number.

In this paper, we address the problem of reduction of the communication cost of
such traditional message-passing data-parallel applications on large-scale distributed-
memory computing systems. The approach we propose is a traditional methodology
widely used for dealing with the complexity of coordination and management of a
large number of actors, namely the hierarchical approach. According to this technique,
thousands or millions of actors are structured, and instead of interacting with a large
number of peers, they coordinate their activities with one superior and a small number
of peers and inferiors. This way the overhead of interaction is significantly reduced. In
the presented work, we demonstrate how this approach can be applied to optimization
of the execution of parallel matrix–matrix multiplication on large-scale HPC platforms.
We choose matrix multiplication for two reasons. First of all, it is important in its
own right as a computational kernel of many scientific applications. Second, it is a
popular representative for other scientific applications. It is widely accepted that if an
optimization method works well for matrix multiplication, it will also work well for
many other scientific applications.

The contributions of this paper are as follows:

• We introduce a new design to parallel matrix multiplication algorithm by introducing
a two-level virtual hierarchy into the two-dimensional arrangement of processors.
We apply our approach to the SUMMA algorithm [2], which is a state-of-the-art
algorithm.

• We theoretically prove that hierarchical SUMMA (HSUMMA) reduces the com-
munication cost of SUMMA and then provide experimental results on a cluster
of Grid’5000 (a popular research infrastructure consisting of 20 clusters distrib-
uted over nine sites in France and one in Luxembourg) and BlueGene/P, which are
reasonably representative and span a good spectrum of loosely and tightly cou-
pled platforms. We compare HSUMMA only with SUMMA because it is the most
general and scalable parallel matrix multiplication algorithm, which decreases its
per-processor memory footprint with the increase of the number of processors for a
given problem size, and is widely used in modern parallel numerical linear algebra
packages such as ScaLAPACK. In addition, because of its practicality SUMMA
is used as a starting point for implementation of parallel matrix multiplication on
specific platforms. As a matter of fact, the most used parallel matrix multiplication
algorithms for heterogeneous platforms [3,4] are based on SUMMA as well. There-
fore, despite being introduced in the mid-1990s, SUMMA is still a state-of-the-art
algorithm.
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• Despite the study presented in this paper has been conducted in the context of parallel
matrix multiplication, the proposed optimization technique is not application-bound
and can be applied to other parallel applications intensively using broadcasts.

2 Previous work

In this section, we first outline existing optimizations of dense serial matrix multiplica-
tion algorithms and introduce parallel matrix multiplication algorithms on distributed-
memory platforms. Then we detail the SUMMA algorithm, which is the algorithm of
choice for our optimization. Finally, we briefly overview and discuss the existing
broadcast algorithms, which can be used in parallel matrix multiplication algorithms
to reduce their communication cost.

2.1 Serial matrix multiplication optimization

Matrix multiplication is a very important kernel in many numerical linear algebra
algorithms and is one of the most studied problems in high-performance computing.
Different approaches have been proposed to optimize matrix multiplication through the
improvement of spatial and temporal locality. Blocking (or tiling) [5] is one such basic
technique. Despite its generality, blocking is architecture-dependent. Cache-oblivious
algorithms [6], on the other hand, offer an architecture-independent alternative to the
blocked algorithms by using the divide-and-conquer paradigm. However, a recent
study [7] shows that even highly optimized cache-oblivious programs perform con-
siderably slower than their cache-conscious (i.e. based on blocking) counterparts. A
related idea to the cache-oblivious methods is to use a recursive structure for the matri-
ces [8]. However, traditional implementations of the Basic Linear Algebra Subroutines
(BLAS) library [9] are mainly based on the blocking approach and thus need optimiza-
tion on a specific hardware platform. Therefore, automatic optimization of matrix mul-
tiplication on a range of platforms has been an active research area. One such example
is ATLAS [10] which provides C and Fortran77 interfaces to a portably efficient BLAS
implementation and automatically generates optimized numerical software for a given
processor architecture as a part of the software installation process. The GotoBLAS
[11] library offers another high-performance implementation of matrix multiplication
for a variety of architectures.

2.2 Parallel matrix multiplication optimization

Parallel matrix multiplication has also been thoroughly investigated over the past three
decades. As a result, many parallel matrix multiplication algorithms have been devel-
oped for distributed memory, shared memory and hybrid platforms. In this section,
we only outline the algorithms designed for distributed memory platforms.

Cannon’s algorithm [12], which was introduced in 1967, was the first efficient
algorithm for parallel matrix multiplication providing theoretically optimal commu-
nication cost. However, this algorithm requires a square number of processors which
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makes it impossible to be used in a general purpose library. Fox’s algorithm [13],
which was introduced later, has the same restriction. PUMMA [14] and BiMMeR
[15] extend Fox’s algorithm for a general 2-D processor grid by using block-cyclic
data distribution and torus-wrap data layout, respectively.

The 3D algorithm [16], which dates back to the 1990s, organizes the p processors

as p
1
3 ×p

1
3 ×p

1
3 3D mesh and achieves a factor of p

1
6 less communication cost than

2D parallel matrix multiplication algorithms. However, to get this improvement the

3D algorithm requires p
1
3 extra copies of the matrices. That means that on one million

cores the 3D algorithm will require 100 extra copies of the matrices which would be a
significant problem on some platforms. Therefore, the 3D algorithm is only practical
for relatively small matrices.

Another method to improve the performance of parallel matrix multiplication is
overlapping communication and computation. That approach was introduced by Agar-
wal et al. [17] in 1994 and according to the authors this optimization hides almost all
of the communication cost with the computation for larger matrices.

In the mid-1990s, SUMMA [2] was introduced for a general P×Q processor grid.
Like PUMMA and BiMMeR, SUMMA also solves the difficulty of Cannon’s and Fox’s
algorithms and perfectly balances the computation load. However, SUMMA is simpler,
more general and more efficient than the previous algorithms. For these reasons, it is
used in ScaLAPACK [18], the most popular parallel numerical linear algebra package.
The implementation of SUMMA in ScaLAPACK uses block-cyclic distribution and a
modified communication scheme to overlap the communication and computation. The
version of SUMMA modified this way was introduced as DIMMA [19]. Depending
on the shape of the processor grid and matrix size, the performance of DIMMA can be
better or worse than that of SUMMA. In its best case, the performance improvement
of DIMMA over SUMMA was 10 % on Intel Paragon [19].

A more recent algorithm, SRUMMA [20], was proposed in 2004 and has algo-
rithmic efficiency equivalent to that of Cannon’s algorithm on clusters and shared
memory systems. This algorithm uses block-checkerboard distribution of the matri-
ces and overlaps communication with computations by using remote memory access
(RMA) communication rather than message passing.

A recently introduced 2.5D algorithm [21] generalizes the 3D algorithm by parame-

terizing the extent of the third dimension of the processor arrangement: p
c

1
2 × p

c

1
2 ×c,

c ∈ [1, p
1
3 ]. While reducing the memory footprint compared with the 3D algorithm,

it will still be efficient only if there is free amount of extra memory to store c copies
of the matrices. At the same time, it is expected that exascale systems will have a
dramatically shrinking memory space per core [22]. Therefore, the 2.5D algorithm
cannot be scalable on future exascale systems.

2.3 SUMMA algorithm

SUMMA [2] implements the matrix multiplication C = A×B over a two-dimensional
p = s × t processor grid. For simplicity, we assume that the matrices are square n ×n
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Fig. 1 Horizontal communications of matrix A and vertical communications of matrix B in SUMMA. The
pivot column Ab•k of n√

P
×b blocks of matrix A is broadcast horizontally. The pivot row Bb

k• of b× n√
P

blocks of matrix B is broadcast vertically

matrices. These matrices are distributed over the processor grid by block-checkerboard
distribution.

We can see the size of the matrices as n
b × n

b by introducing a block of size b. Then
each element in A, B and C is a square b×b block, and the algorithm operates on
blocks rather than on scalar elements. For simplicity, we assume that n is a multiple
of b. SUMMA can be formulated as follows: The algorithm consists of n

b steps. At
each step,

• each processor holding part of the pivot column of the matrix A horizontally broad-
casts its part of the pivot column along the processor row.

• Each processor holding part of the pivot row of the matrix B vertically broadcasts
its part of the pivot row along the processor column.

• Each processor updates each block in its C rectangle with one block from the pivot
column and one block from the pivot row, so that each block ci j , (i, j) ∈ (

1, . . . , n
b

)

of matrix C will be updated as ci j = ci j + aik×bkj .

• After n
b steps of the algorithm, each block ci j of matrix C will be equal to

∑ n
b
k=1 aik ×

bkj .

Figure 1 shows the communication patterns in SUMMA on 6×6 processors grid.

2.4 MPI broadcast algorithms

Collective communications are key operations in parallel matrix multiplication algo-
rithms. We have already seen that the communication pattern of SUMMA is based
on broadcast and any improvement in the broadcast algorithm will improve the com-
munication cost of SUMMA as well. Therefore, in this subsection we briefly outline
existing broadcast algorithms.

A significant amount of research has been done in MPI [23] collective commu-
nications, and especially in MPI broadcast algorithms [24]. Early implementations
of broadcast algorithms assumed homogeneous and fully connected networks. These
implementations were based on simple binary or binomial trees and a couple of algo-
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rithms have been introduced to be more effective for large message sizes and use the
benefits of hierarchical networks by using pipelined trees [25] or recursive halving
algorithms [26]. Some MPI broadcast algorithms are designed for specific topologies,
such as mesh or hypercube [27], or for hierarchical communication networks [28].
The hierarchical implementation [28] splits an MPI broadcast over multiple hierar-
chies and uses different broadcast algorithms for different hirerarchies. Most of the
recent MPI broadcast algorithms are developed for specific architectures, such as Blue
Gene [29,30] and Infiniband [31,32].

The optimization technique developed in our study is not architecture or topology
specific. It is a result of the holistic analysis of the communication cost of a parallel
matrix multiplication algorithm. During its execution, the matrix multiplication algo-
rithm performs a large number of broadcast operations, some of which are executed
in parallel. In our design, we aimed to minimize the total communication cost of this
application rather than the cost of the individual broadcasts. However, it has become
clear that despite being developed in the context of a particular application, the result-
ing technique is not application-bound. Eventually, it improves the performance of the
application by transforming the broadcast algorithms used in the application into a two-
level hierarchy. As such, this optimization can be applied to any standalone broadcast
algorithm or to any application using broadcast operations. It is worth noting that many
existing broadcast algorithms are tree-based and hence hierarchical themselves. How-
ever, their communication trees have a uniform regular structure, for example, binomial
or binary and transformation of these algorithms into a two-level hierarchy using our
technique will break the regular structure of the resulting communication trees.

3 Hierarchical SUMMA

Let p = s × t processors be distributed over the same two-dimensional virtual proces-
sor grid as in SUMMA, the matrices be square n × n matrices, b be the block size.
Let the distribution of the matrices be the same as in SUMMA. HSUMMA partitions
the virtual s × t processor grid into a higher level I × J arrangement of rectangular
groups of processors, so that inside each group there will be a two-dimensional s

I × t
J

grid of processors. Figure 2 compares the arrangement of processors in SUMMA with
HSUMMA. In this example a 6 × 6 grid of processors is arranged into two-level 3 × 3
grids of groups and 2 × 2 grid of processors inside a group. Let P(x,y)(i, j) denote the
processor (i, j) inside the group (x, y). HSUMMA splits the communication phase of
the SUMMA algorithm into two phases and consists of n

b steps. The pseudocode for
HSUMMA is Algorithm 1 and it can be summarized as follows:

• Horizontal broadcast of the pivot column of the matrix A is performed as follows:

1. First, each processor P(k,y)(i, j), k ∈ (1, . . . , I ) holding part of the pivot col-
umn of the matrix A horizontally broadcasts its part of the pivot column to the
processors P(k,z)(i, j), z �=y, z ∈ (1, . . . , I ) in the other groups. (Line 6–9)

2. Now, inside each group (x, y) processor P(x,y)(i, j) has the required part of the
pivot column of the matrix A and it further horizontally broadcasts it to the
processors P(x,y)(i,c), c �= j, c ∈ (1, . . . , s

I ) inside the group. (Line 15–17)
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Fig. 2 SUMMA and HSUMMA. HSUMMA groups 6×6 processors into 3×3 groups, 2×2 processors per
group

• Vertical broadcast of the pivot row of the matrix B is performed as follows:

1. First, each processor P(x,k)(i, j), k ∈ (1, . . . , I ) holding part of the pivot row
of the matrix B vertically broadcasts its part of the pivot row to the processors
P(z,k)(i, j), z �=k, z ∈ (1, . . . , I ) in the other groups. (Line 10–13)

2. Now, inside each group (x, y) processor P(x,y)(i, j) has the required part of the
pivot row of the matrix B and it further vertically broadcast it to the processors
P(x,y)(r, j), r �= j, r ∈ (1, . . . , t

J ) inside the group. (Line 18–20)

• Each processor inside a group updates each block in its C rectangle with one
block from the pivot column and one block from the pivot row, so that each block
ci j , (i, j) ∈ (1, . . . , n

b ) of matrix C will be updated as ci j = ci j +aik×bkj . (Line 21)
• After n

b steps (Line 21) of the algorithm, each block ci j of matrix C will be equal

to
∑ n

b
k=1 aik × bkj .

It is assumed that only one broadcast algorithm is used in all the steps of the
algorithm and there is no barrier between the communications at the hierarchies. The
communication phases described above are illustrated in Figs. 3 and 4. In general the
block size between groups, M , and the block size inside a group, b, are different. In
this case the size of sent data between the groups is at least the same as the size of data
sent inside a group. Apparently, b≤M . Then, the number of steps at the higher level
will be equal to the number of blocks between groups: n

M . In each iteration between the
groups, the number of steps inside a group will be M

b , so the total number of steps of
HSUMMA, n

M × M
b , will be the same as the number of steps of SUMMA. The amount

of data sent will be also the same as in SUMMA.
In addition, SUMMA is a special case of HSUMMA. Indeed, when the number

of groups, G, is equal to one or to the total number of processors, p, HSUMMA and
SUMMA become equivalent. This means that even if there appears a highly efficient
broadcast algorithm, the use of which makes SUMMA outperform HSUMMA for any
G ∈ (1, p), we should just use HSUMMA with G = 1.

123



K. Hasanov et al.

123



Hierarchical parallel matrix multiplication

Fig. 3 Horizontal communications of matrix A in HSUMMA. The pivot column AM•k of n√
P

×M blocks

of matrix A is broadcast horizontally between groups. Upon receipt of the pivot column data from the other
groups, the local pivot column Ab•k , (b≤M) of n√

P
×b blocks of matrix A is broadcast horizontally inside

each group

Fig. 4 Vertical communications of matrix B in HSUMMA. The pivot row B M
k• of M× n√

P
blocks of matrix

B is broadcast vertically between groups. Upon receipt of the pivot row data from the other groups, the
local pivot row Bb

k• of b× n√
P

, (b≤M) blocks of matrix B is broadcast vertically inside each group

4 Theoretical analysis

In this section SUMMA and HSUMMA are theoretically analyzed and compared.
First of all, for simplicity we assume that the matrices are n × n square matrices.
Let b be block size inside one group and M be block size between groups. As a
communication model we use Hockney’s model [33] which represents the time of
sending of a message of size m between two processors as α + mβ. Here, α is the
latency, and β is the reciprocal of the network bandwidth. In addition, let us assume that
a combined floating point computation (for one addition and multiplication) time is
γ . First, we analyze the cost of SUMMA and HSUMMA using two popular broadcast
algorithms which are implemented in Open MPI and MPICH: the pipelined linear tree
algorithm and the scatter-allgather algorithm. It is known that the costs of broadcasting
a message of size m to p processors using these algorithm are as follows:
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• Pipelined linear tree [25]: (X + p − 1) × (
α + m

X × β
)

Here, the height of the broadcast tree is equal to the number of processors, and the
maximum nodal degree of the tree is one. According to the algorithm, a broadcast
message of size m is split into X segments of size m

X , and X pipelined broadcasts
of these segments will implement the operation.

• Scatter-allgather algorithm [24] : (log2(p) + p − 1)α + 2 p−1
p mβ

Here, scatter uses a binomial tree and allgather uses a ring algorithm in which the
data from each processor are sent around a virtual ring of processors in p − 1 steps.
MPICH broadcast implementation uses this algorithm for large messages and the
number of processors greater than seven [24].

In addition, we use a generic broadcast model for general performance analysis of
HSUMMA independent of the particular broadcast algorithm.

4.1 Analysis of SUMMA

Let the n ×n matrices be distributed over a two-dimensional
√

p×√
p grid of proces-

sors and let the block size be b. After distributing the matrices over the processors
grid each processor will have a n√

p × n√
p part of the matrices. This algorithm has n

b
steps. In each step, the processors broadcast a pivot row of matrix B and a pivot col-
umn of matrix A. In our analysis, we assume that these two communication steps
are serialized. The computation cost of one step is O(2 × n2

p ×b). Hence, the overall

computation cost will be O( 2n3

p ).
For this analysis the network congestion is neglected. Broadcasting a pivot row

(column) is broken down into a set of parallel broadcasts along the processor columns
(rows). The size of data transferred by each such individual broadcast is n√

p × b. The
total communication cost of SUMMA can be computed by multiplying the communi-
cation cost of each step by the number of steps depending on the broadcast algorithm.

• The communication cost of broadcasting a pivot row or a pivot column with the
pipelined linear tree broadcast in one step will be as follows:
(
X + √

p − 1
) ×

(
α + β× n√

pX ×b
)

• The communication cost of broadcasting a pivot row or a pivot column with the
scatter-algather broadcast in one step will be as follows:

(log2
(√

p
) + √

p − 1)×α + 2
(

1 − 1√
p

)
β× n√

p ×b

If we sum the costs of the vertical and horizontal communications, and take into
account that there are n

b steps in total, then the overall communication costs will be as
follows:

• Communication cost of SUMMA with the pipelined linear tree broadcast:

2
(
X + √

p − 1
) ×

(
α×n

b
+ β× n2

√
pX

)
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• Communication cost of SUMMA with the scatter-allgather broadcast:

(
log2 (p) + 2(

√
p − 1)

)
α×n

b
+ 4

(
1 − 1√

p

)
β× n2

√
p
.

4.2 Analysis of HSUMMA

To simplify the analysis, let us assume that there are G groups arranged as a
√

G×√
G

grid of processors groups. Let M denote the block size between groups (we also call
such a block an outer block), b be the block size inside a group, and n×n be the size
of the matrices.

HSUMMA has two communication phases: communication between groups (i.e.
outer communication) and inside groups (i.e. inner communication). The outer com-
munication phase has n

M steps which are called outer steps. Each outer block belongs
to

√
p processors. Thus, in one outer step each processor, which owns a part of the

pivot column, horizontally broadcasts this part (of size n×M√
p ) to

√
G processors. Sim-

ilarly, each processor, owning a part of the pivot row, will vertically broadcast its part
(of size n×M√

p ) to
√

G processors.

Inside one group, processors are arranged in a grid of size
√

p√
G

×
√

p√
G

. Upon the
receipt of the outer block, in the same way horizontal and vertical broadcasts are
performed inside each group. The communications inside different groups happen in
parallel as they are completely independent of each other. Inside a group there will be
M
b steps which we call inner steps. In each inner step, a data block of matrix A of size
n×b√

p is broadcast horizontally to
√

p√
G

processors, and a data block of matrix B of size

n×b√
p is broadcast vertically to

√
p√
G

processors. Upon the receipt of the required data,
each processor updates its result by using a dgemm routine.

The total number of steps is n
b , and the overall computation cost again will be

O( 2n3

p ) as the computation cost in one inner step is O(2 × n2

p ×b).

The overall communication cost inside a group will be the sum of the horizontal and
vertical communication costs inside the group, multiplied by the number of inner steps.
In the same way, the overall communication cost between the groups will be equal to the
sum of the horizontal and vertical communication costs between the groups, multiplied
by the number of outer steps. The total communication cost of HSUMMA will be the
sum of the overall inner and outer communication costs. If we put the corresponding
amount of communicated data and the number of communicating processors in the
formulas for the costs of the pipelined linear tree algorithm and the scatter-allgather
algorithm, the resulting communication costs will be as follows:

• Inner communication cost (inside groups):
• Pipelined linear tree:

2

(
X +

√
p

G
− 1

)
×

(
α×n

b
+ β× n2

√
pX

)
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• Scatter-allgather broadcast:

(
log2

( p

G

)
+ 2

( √
p√
G

− 1

))
×α×n

b
+ 4

(

1 −
√

G√
p

)

× n2

√
p
β

• Outer communication cost (between groups):
• Pipelined linear tree:

2
(

X + √
G − 1

)
×

(
α× n

M
+ β× n2

√
pX

)

• Scatter-allgather broadcast:

(
log2 (G) + 2

(√
G − 1

))
×α× n

M
+ 4

(
1 − 1√

G

)
× n2

√
p
β.

4.3 Theoretical prediction

One of the goals of this section is to demonstrate that independent of the broadcast
algorithm employed by SUMMA, HSUMMA will either outperform SUMMA, or be at
least equally fast. This section introduces a general model for broadcast algorithms and
theoretically predicts SUMMA and HSUMMA. In the model we assume no contention
and assume all the links are homogeneous. We show that even this simple model can
predict the extremums of the communication cost function.

Again, we assume that the time taken to send a message of size m between any
two processors is modeled as T (m) = α + m×β, where α is the latency and β is the
reciprocal bandwidth.

We model a broadcast time for a message of size m among p processors by formula
(1). This model generalizes all homogeneous broadcast algorithms, such as flat, binary,
binomial, linear and scatter/allgather broadcast algorithms [25,34], which are used in
state of the art broadcast implementations like MPICH [35] and Open MPI [36].

Tbcast (m, p) = L(p)×α + m×W (p)×β (1)

In (1) we assume that L(1) = 0 and W (1) = 0. It is also assumed that L(p) and
W (p) are monotonic and differentiable functions in the interval (1, p) and their first
derivatives are constants or monotonic in the interval (1, p).

By using this general broadcast model the communication cost of HSUMMA can
be expressed as a sum of the latency cost and the bandwidth cost:

TH S(n, p, G) = TH Sl (n, p, G) + TH Sb (n, p, G) (2)
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Here G ∈ [1, p] and b≤M . The latency cost TH Sl (n, p, G) and the bandwidth cost
TH Sb (n, p, G) will be given by the following formulas:

TH Sl (n, p, G) = 2n

(
1

M
×L(

√
G) + 1

b
×L

( √
p√
G

))
α (3)

TH Sb (n, p, G) = 2
n2

√
p
×

(
W (

√
G) + W

( √
p√
G

))
β (4)

If we take b = M the latency cost TH Sl (n, p, G) changes and becomes as follows:

TH Sl (n, p, G) = 2n

(
1

M
×L(

√
G) + 1

M
×L

( √
p√
G

))
α (5)

However, the bandwidth cost will not change as it does not depend on the block sizes.
The comparison of Formula 3 and Formula 5 suggests that with decrease of b the

latency cost will increase. This means that b = M will be the optimal value for b.
We will validate this prediction in the experimental part. Therefore, in the following
analysis we take M = b.

It is clear that TS(n, p) (i.e. SUMMA) is a special case of TH S(n, p, G) (i.e.
HSUMMA) when G = 1 or G = p.

Let us investigate extremums of TH S as a function of G for fixed p and n. Then,
for M = b we can get the following derivatives:

∂TH S

∂G
= n

b
×L1(p, G)α + n2

√
p
×W1(p, G)β (6)

Here, L1(p, G) and W1(p, G) are defined as follows:

L1(p, G) =
⎛

⎝∂L(
√

G)

∂
√

G
× 1√

G
−

∂L
( √

p√
G

)

∂
√

p√
G

×
√

p

G
√

G

⎞

⎠ (7)

W1(p, G) =
⎛

⎝∂W (
√

G)

∂
√

G
× 1√

G
−

∂W
( √

p√
G

)

∂
√

p√
G

×
√

p

G
√

G

⎞

⎠ (8)

It can be easily shown that, if G = √
p then L1(p, G) = 0 and W1(p, G) = 0, thus,

∂TH S
∂G = 0. In addition, ∂TH S

∂G changes the sign in the interval (1, p) depending on the
value of G. That means that TH S(n, p, G) has extremum at G = √

p for fixed n and
p. The expression of ∂TH S

∂G shows that, depending on the ratio of α and β the extremum
can be either minimum or maximum in the interval (1, p). If G = √

p is the minimum
point it means that with G = √

p HSUMMA will outperform SUMMA; otherwise,
HSUMMA with G = 1 or G = p will have the same performance as SUMMA.

Now let us apply this analysis to the HSUMMA communication cost function
obtained for scatter-allgather broadcast algorithm (see Sect. 4.2) again assuming
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b = M for simplicity. We will have

∂TH S

∂G
= G − √

p

G
√

G
×

(
nα

b
− 2

n2

p
×β

)
(9)

It is clear that if G = √
p then ∂TH S

∂G = 0. Depending on the ratio of α and β, the
communication cost as a function of G has either minimum or maximum in the interval
(1, p).

• If
α

β
> 2

nb

p
(10)

then ∂TH S
∂G < 0 in the interval (1,

√
p) and ∂TH S

∂G > 0 in (
√

p, p). Thus TH S has the
minimum in the interval (1, p) and the minimum point is G = √

p.
• If

α

β
< 2

nb

p
, (11)

then TH S has the maximum in the interval (1, p) and the maximum point is G = √
p.

The function gets its minimum at either G = 1 or G = p.

If we take G = √
p in the HSUMMA communication cost function (see Sect. 4.2)

and assume the above conditions, the optimal communication cost function will be as
follows:

(
log2 (p) + 4

(
4
√

p − 1
)) ×n

b
×α + 8

(
1 − 1

4
√

p

)
× n2

√
p
×β (12)

We will use the scatter-allgather model to predict the performance on future exascale
platforms.

Now, let us take the communication cost function of HSUMMA with the pipelined-
linear tree broadcast(see Sect. 4.2) and find the extremum of the function in (1, p).

∂TH S

∂G
= G − √

p

G
√

G
×

(
n

b
×α + n2

√
pX

×β

)
(13)

In the same way it can be proved that with the pipelined linear tree broadcast, inde-
pendent of α and β, G = √

p is the minimum point of the communication function in
(1, p). A theoretical analysis of HSUMMA with the binomial tree broadcast can be
found in [37].

4.4 Prediction on Exascale

We use parameters obtained from a recent report on exascale architecture roadmap
[38] to predict performance of HSUMMA on exascale platforms. Figure 5 shows that,
theoretically, HSUMMA with any number of groups outperforms SUMMA. It is worth
mentioning that if the number of groups is equal to 1 or p, then HSUMMA will be
equivalent to SUMMA, as in that case there is no hierarchy. Thus, theoretically, the
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Fig. 5 Prediction of SUMMA and HSUMMA on Exascale. p = 1,048,576

communication cost function of HSUMMA has a parabola-like shape. In the following
sections we will see that experimental results validate this theoretical prediction.

5 Experiments

Our experiments were carried out on a cluster of Grid’5000 [39] and a BlueGene/P
(BG/P) platform which are fairly representative and span a good spectrum of loosely
and tightly coupled platforms. The details of the platforms are given in the appropriate
sections. The times in our experimental results are the mean time of 30 experiments.

5.1 Experiments on Grid’5000

Some of our experiments were carried out on the Grid’5000 infrastructure in France.
The platform consists of 20 clusters distributed over 9 sites in France and one in Lux-
embourg. All sites are interconnected by 10 Gb/s high-speed network, except Reims,
which is connected through a 1-Gb/s link. Each site consists of different technologies
and clusters. Our experiments were performed on the Nancy site which is composed
of three clusters: Graphene, Griffon and Graphite. We used the Graphene cluster for
the experiments. The cluster is equipped with 144 nodes and each node has a disk of
320 GB storage, 16 GB of memory and 4-cores of CPU Intel Xeon X3440. The nodes
in the Graphene cluster have one 20GB Infiniband and are interconnected via Giga-
byte Ethernet. The Grid’5000 web site [39] provides more detailed information about
the platform. We used multi-threaded dgemm from the GotoBlas2 library [11] for the
sequential operations, MPICH 3.0.1 [35] and OpenMPI 1.4.5 [36] for MPI implemen-
tation and our implementations of the matrix multiplication algorithms. The size of
the matrices in our experiments on Grid’5000 was 8, 192×8, 192. The experiments
with OpenMPI have been done with both Ethernet and Infiniband networks.
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Fig. 6 Experiments with OpenMPI on G5000 with Ethernet. b = M = 256, n = 8,192 and p = 128

Fig. 7 Experiments with OpenMPI on G5000 with Infiniband. b = M = 256, n = 8,192 and p = 128

Here, we are not trying to compare different MPI implementations. Instead, we
show that the benefit of HSUMMA over SUMMA does not depend on the MPI imple-
mentation.

Figure 6 shows that HSUMMA reduces the execution time of SUMMA by 16.8
percent on 128 nodes with an Ethernet network. The improvement with an Infiniband
network is 24 percent (see Fig. 7). On the other hand, the improvement with MPICH
is 7.75 times with block size 64 (see Fig. 8) and 2.96 times with block size 256
(see Fig. 9). This big difference comes from the MPI broadcast algorithm selection in
MPICH depending on the message size and the number of processes. We did not fix the
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Fig. 8 Experiments with MPICH on G5000 with Ethernet. b = M = 64, n = 8,192 and p = 128

Fig. 9 Experiments with MPICH on G5000 with Ethernet. b = M = 256, n = 8,192 and p = 128

broadcast algorithm and allowed MPICH to decide which one to use. In these experi-
ments, the default values of MPICH parameters (e.g. BCAST_SHORT_MSG_SIZE,
BCAST_MIN_PROCS) [26] were used. We have also conducted experiments with
a fixed broadcast algorithm (binomial tree, binary tree, flat tree, etc.). In all these
experiments, we observed similar speedups.

We do not have the optimal number of groups exactly at G = √
p. However, this

does not downgrade our theoretical predictions as the shape of the cost function is
similar to the theoretical shape.
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5.2 Experiments on BlueGene/P

Some of our experiments were carried out on the Shaheen BlueGene/P at the Super-
computing Laboratory at King Abdullah University of Science&Technology (KAUST)
in Thuwal, Saudi Arabia. Shaheen is a 16-rack BlueGene/P. Each node is equipped
with four 32-bit, 850 Mhz PowerPC 450 cores and 4GB DDR memory. VN (Virtual
Node) mode with torus connection was used for the experiments. The Blue Gene/P
architecture provides a three-dimensional point-to-point Blue Gene/P torus network
which interconnects all compute nodes and global networks for collective and interrupt
operations. Use of this network is integrated into the BlueGene/P MPI implementation.

All the sequential computations in our experiments were performed by using the
DGEMM routine from the IBM ESSL library. We have implemented SUMMA with
block-checkerboard and block-cyclic distributions for comparison with HSUMMA.
However, the data distribution in SUMMA does not change its performance on the
BG/P. It may improve its performance if a modified communication pattern is used, as
proposed in the DIMMA [19] algorithm. DIMMA was implemented in ScaLAPACK
as a slight optimization of SUMMA; therefore, we also use ScaLAPACK (version
1.8.0) for the comparison with HSUMMA.

The benefit of HSUMMA comes from the optimal number of groups. Therefore, it
is interesting to see how different numbers of groups affect the communication cost of
HSUMMA on a large platform. Figure 10 shows HSUMMA on 16384 cores. In order
to have a fair comparison again we use the same block size inside a group and between
the groups. The figure shows that the execution time of SUMMA is 50.2 seconds. On
the other hand, the minimum execution time of HSUMMA is 21.26 when G = 512.
Thus, the execution time of HSUMMA is 2.36 times less than that of SUMMA on
16,384 cores. It is worth noting that different number of groups in HSUMMA does
not affect the computation time, so all these reductions in the execution time come
solely from the reduction of the communication time. In addition, according to our
experiments, the improvement is 1.2 times on 2,048 cores and the performance of
HSUMMA and SUMMA is almost the same on BlueGene/P cores smaller than 2,048.

The zigzags in Fig. 10 can be explained by the fact that mapping communication lay-
outs to network hardware on BlueGene/P impacts the communication performance,
and which was observed by Balaji et al. [40] as well. When we group processors
we do not take into account the network topology. However, according to our pre-
liminary observations these zigzags can be eliminated by taking the topology into
account while grouping. Figure 11 represents scalability comparison of HSUMMA
with SUMMA from communication point of view. Here, we use SUMMA both with
block-checkerboard and block-cyclic distributions. It can be seen that HSUMMA is
more scalable than both block-checkerboard and block-cyclic SUMMA, and this pat-
tern suggests that the communication performance of HSUMMA rapidly improves
compared to that of SUMMA as the number of cores increases.

According to the theoretical predictions, with some application/platform settings
HSUMMA may not reduce the communication cost of SUMMA. We experimentally
observed these phenomena on a smaller number of cores on the BG/P. Figure 12 illus-
trates one such experiment on 1,024 cores, where the best performance of HSUMMA
was achieved with G = 1 and G = p. In this experiment, the interconnect type used
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Fig. 10 Execution time of
SUMMA and HSUMMA on
16,384 cores on BG/P.
b = M = 256 and n = 65,536

Fig. 11 Communication time of
SUMMA, block-cyclic SUMMA
and HSUMMA on BG/P.
b = M = 256, n = 65,536

between base partitions of the BG/P was a mesh as the minimum number of cores to
use a torus interconnect is 2,048.

5.3 Effect of different block sizes

In Sect. 4.3, it has been theoretically proven that the increase of the block size inside
the groups will decrease the communication cost of HSUMMA. This section presents
experimental results validating this prediction.
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Fig. 12 Execution time of
HSUMMA and SUMMA on
1,024 cores on BG/P.
b = M = 256, n = 16,384

Fig. 13 HSUMMA on BG/P.
M = 256, G = 4, p = 16,384
and n = 65,536

Figure 13 shows experimental results of HSUMMA with different block sizes inside
the groups for the block size between the groups fixed to 256 and the number of groups
fixed to 4. It can be seen that the communication time slightly decreases as the block
size increases. Another interesting result is that, according to Fig. 14, the relative
performance of HSUMMA for different numbers of groups does not depend on the
block size inside the groups. In particular, this means that the optimal value of G does
not depend on the block size inside the groups, and, therefore, any block size can be
used in the procedure searching for the optimal value of G.
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Fig. 14 HSUMMA on 16,384
cores on BG/P. M = 256 and
n = 65,536

Fig. 15 Speedup of HSUMMA
over ScaLAPACK on BG/P.
b = M = 256 and n = 65,536

5.4 Comparison with ScaLAPACK

This section compares HSUMMA with the PDGEMM routine from the ScaLAPACK
(ver. 1.8.0) library. The results of the corresponding experiments are shown in Fig. 15.
Unfortunately, IBM PESSL is not available on the BG/P and, therefore, we cannot
provide experimental results with PDGEMM from the PESSL library. However, it is
known [41] that, unlike LU decomposition, PDGEMM from PESSL does not have any
improvement over PDGEMM from ScaLAPACK. Moreover, the ScaLAPACK library
on the BG/P uses a DGEMM from the IBM ESSL library which is optimized for Blue
Gene.
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6 Conclusions

We can conclude that our two-level hierarchical approach to parallel matrix multi-
plication significantly reduces the communication cost on large platforms such as
BlueGene/P. The experiments show that HSUMMA achieves 2.08 times and 5.89
times less communication time than SUMMA on 2, 048 cores and on 16, 384 cores,
respectively. Moreover, the overall execution time of HSUMMA is 1.2 times less than
the overall execution time of SUMMA on 2, 048 cores and 2.36 times less on 16, 384
cores. This trend suggests that, while the number of processors increases, HSUMMA
will be more scalable than SUMMA. In addition, our experiments on Grid’5000 show
that HSUMMA can be effective on small platforms as well.

We select the optimal number of groups sampling over valid values. However, it
can be easily automated and incorporated into the implementation by using a few
iterations of HSUMMA.

HSUMMA is an extension of SUMMA, becoming SUMMA if G = 1 or G = p.
Therefore, SUMMA cannot outperform HSUMMA. In the worst case scenario, they
will have the same performance.

Despite our optimization has been developed in the context of parallel matrix mul-
tiplication, it can be applied to any standalone broadcast algorithm and any application
intensively using broadcasts.
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