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Introduction

Goal
Load balancing MPI applications on heterogeneous 
multicore platforms.

Techniques
1) Inter-node data partitioning based on the nodes’

Multicore Functional Performance Model.
2) Intra-node data partitioning based on dynamic 

evaluation of performance of processing cores.



Multicore Functional Performance Model
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Multicore Functional Performance Model
-Definition:
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is a positive continuous function representing 
speed of the node.

is the total problem size processed on the node
is problem size assigned to individual core.

is the execution time of the parallel routine on the 
node,         is execution time on i-th core.
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Experiment testbed:



Inter-node Data Partitioning
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Optimal data distribution based on
Functional Performance Model [1]

Results and Comparison

1.   Results based on Multicore Functional 
Performance Model (MFPM)

2.   Results based on Constant Performance 
Model (CPM)

3.   Homogeneous data partitioning1 2 ... px x x n+ + + =

 100

 200

 300

 400

 500

 600

 700

 600000  700000  800000  900000  1e+06
E

xe
cu

tio
n 

tim
e 

(s
ec

)
Matrix blocks (block size:16x16)

MFPM-based data partition
CPM-based data partition 1
CPM-based data partition 2

Homogeneous data partition



Platform

Intra-node Data Partitioning
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Socket 0: one process per core
Socket 1-3: one process per socket
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Two-step data partitioning
Data are evenly distributed on cores to 
measure speed of each core.
Data are redistributed in proportion to 
the speed of each core.



 0.9

 1

 1.1

 1.2

 1.3

 1.4

 1.5

 0  5000  10000  15000  20000

S
pe

ed
up

Matrix blocks (block size:16x16)

speedup of setup1 with load balancing
speedup of setup2 with load balancing

Results of Intra-node data partitioning
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