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I Data-intensive parallel computational routines: computational
workload is divisible and proportional to data size
number of processors: p
data partition: n = d1 + d2 + · · ·+ dp

I Dedicated heterogeneous HPC platforms: load is balanced
when the execution times are equal:
t1 = t2 = · · · = tp

I Processor speed: si =
di
ti

I Data partitioning problem:
d1

s1
=

d2

s2
= · · · =

dp
sp

d1 + d2 + · · ·+ dp = n
(1)
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Conclusions

I Traditionally, processor
performance is defined by a
constant number: s = const

I In reality, speed is a function
of problem size: s = s(x)

I Partitioning algorithms
based on constant
performance models are only
applicable for limited
problem sizes

I How to solve (1) with speed
functions?
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Geometrical solution: points (di , si (di )) on a line passing through

the origin ⇒ di
si (di )

= const and
∑

di = n

(2) Assumption: any straight line passing through the origin
intersects speed functions only once
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I The space of solutions: all lines passing through the origin
I Initial bounds for some nU < n and nL > n:

xU1 , . . . , x
U
p :

∑
xUi = nU , and xL1 , . . . , x

L
p :

∑
xLi = nL

I The region between two lines is iteratively bisected and the
bounds are updated
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Restrictions on the shape of a speed function s(x) to satisfy the
assumption (2):

I Increasing and convex on [0,X ]

I Decreasing on [X ,∞]

Fixes to the piecewise linear interpolation s̄(x) after adding a new
data point (d j , s j):

I if d j ∈ [0,X ], ensure that s j−1 ≤ s j ≤ s j+1 and
s j−1 − s j−2

d j−1 − d j−2
≥ s j − s j−1

d j − d j−1
≥ s j+1 − s j

d j+1 − d j

I if d j ∈ [X ,∞], ensure that s j−1 ≥ s j ≥ s j+1
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Result: inaccurate approximation of speed function
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I Speeds are approximated by continuous differentiable
functions of arbitrary shape

I Data partitioning problem (1) can be formulated as
multidimensional root finding for the system of nonlinear
equations f (x) = 0, where

f (x) =


n −

p∑
i=1

xi

xi
si (xi )

− x1

s1(x1)
2 ≤ i ≤ p

(3)

x = (x1, ..., xp) ∈ Rp represents data partition

I Optimal data partition is obtained after rounding of the root
x∗ = (x∗1 , . . . , x

∗
p ) and distribution of the remainders
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I Problem (3) can be solved by the Newton-Raphson method:

xk+1 = xk − J(xk)f (xk) (4)

I Initial guess: the equal data distribution

x0 = (n/p, . . . , n/p) (5)

I Jacobian J(x): (6)

J(x) =



−1 −1 . . . −1

−
s1(x1) − x1s′1(x1)

s2
1 (x1)

s2(x2) − x2s′2(x2)

s2
2 (x2)

0 0

. . . 0 . . . 0

−
s1(x1) − x1s′1(x1)

s2
1 (x1)

0 0
sp(xp) − xps′p(xp)

s2
p (xp)


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To solve (4)-(6), we use the HYBRJ algorithm, a modified version
of Powell’s Hybrid method, implemented in the MINPACK library:

I retains the fast convergence of the Newton method

I reduces the residual when the Newton method is unreliable

I requires differentiable speed functions
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Approximations of speed function

I Piecewise linear interpolation:
undefined derivative at
breakpoints

I Splines of higher orders:
differentiable but may yield
significant oscillations

I Akima spline interpolation:
non-linear but stable to outliers
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Akima spline interpolation

I Built from piecewise third order polynomials

I Computationally efficient:
- no need to solve large equation systems
- a small number of the neighbour points is taken into account

I Interpolation error in the inner area O(h2)
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Parallel Computational Iterative Routine

xk+1 = f (xk) xk ∈ Rn f : Rn → Rn

I Data is partitioned over all processors: n = dk
1 + dk

2 + · · ·+ dk
p

I Some independent calculations are carried out in parallel

I Some data synchronisation takes place

Model-based Dynamic Load Balancing

I At each iteration, execution times measured and sent to root

I Approximations of speed functions s̄i (x) updated by adding
the point (dk

i , d
k
i /t

k
i )

I If relative difference between times > ε, data partitioning
algorithm calculates new data partition dk+1

I dk+1 broadcasted to all processors; data redistributed
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First iteration Point (n/p, s0
i ) with speed s0

i =
n/p

ti (n/p)
First function approximation s̄i (x) ≡ s0

i

Subsequent iterations Point (dk
i , s

k
i ) with speed ski =

dk
i

ti (dk
i )

Approximation s̄i (x) updated by adding the point

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

First iteration Point (n/p, s0
i ) with speed s0

i =
n/p

ti (n/p)
First function approximation s̄i (x) ≡ s0

i

Subsequent iterations Point (dk
i , s

k
i ) with speed ski =

dk
i

ti (dk
i )

Approximation s̄i (x) updated by adding the point

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

First iteration Point (n/p, s0
i ) with speed s0

i =
n/p

ti (n/p)
First function approximation s̄i (x) ≡ s0

i

Subsequent iterations Point (dk
i , s

k
i ) with speed ski =

dk
i

ti (dk
i )

Approximation s̄i (x) updated by adding the point

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

First iteration Point (n/p, s0
i ) with speed s0

i =
n/p

ti (n/p)
First function approximation s̄i (x) ≡ s0

i

Subsequent iterations Point (dk
i , s

k
i ) with speed ski =

dk
i

ti (dk
i )

Approximation s̄i (x) updated by adding the point

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

First iteration Point (n/p, s0
i ) with speed s0

i =
n/p

ti (n/p)
First function approximation s̄i (x) ≡ s0

i

Subsequent iterations Point (dk
i , s

k
i ) with speed ski =

dk
i

ti (dk
i )

Approximation s̄i (x) updated by adding the point

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

First iteration Point (n/p, s0
i ) with speed s0

i =
n/p

ti (n/p)
First function approximation s̄i (x) ≡ s0

i

Subsequent iterations Point (dk
i , s

k
i ) with speed ski =

dk
i

ti (dk
i )

Approximation s̄i (x) updated by adding the point

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

First iteration Point (n/p, s0
i ) with speed s0

i =
n/p

ti (n/p)
First function approximation s̄i (x) ≡ s0

i

Subsequent iterations Point (dk
i , s

k
i ) with speed ski =

dk
i

ti (dk
i )

Approximation s̄i (x) updated by adding the point

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

First iteration Point (n/p, s0
i ) with speed s0

i =
n/p

ti (n/p)
First function approximation s̄i (x) ≡ s0

i

Subsequent iterations Point (dk
i , s

k
i ) with speed ski =

dk
i

ti (dk
i )

Approximation s̄i (x) updated by adding the point

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

Layout

Problem Outline

Geometrical Data Partitioning Algorithm
Geometrical Solution
Piecewise Linear Interpolation of Speed Functions

New Numerical Data Partitioning Algorithm
Multidimensional Root-Finding
Akima Spline Interpolation of Speed Functions

Application: Dynamic Load Balancing of Iterative Routines
Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

Conclusions

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

Experimental Results: Jacobi Method

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  2000  4000  6000  8000

A
bs

ol
ut

e 
sp

ee
d 

(G
F

LO
P

S
)

size of problem

1st Iteration

FPM P1
FPM P2

FPM P3
FPM P4

P1
P2

P3
P4

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

Experimental Results: Jacobi Method

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  2000  4000  6000  8000

A
bs

ol
ut

e 
sp

ee
d 

(G
F

LO
P

S
)

size of problem

2nd Iteration

FPM P1
FPM P2

FPM P3
FPM P4

P1
P2

P3
P4

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

Experimental Results: Jacobi Method

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  2000  4000  6000  8000

A
bs

ol
ut

e 
sp

ee
d 

(G
F

LO
P

S
)

size of problem

3rd Iteration

FPM P1
FPM P2

FPM P3
FPM P4

P1
P2

P3
P4

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

Experimental Results: Jacobi Method

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  2000  4000  6000  8000

A
bs

ol
ut

e 
sp

ee
d 

(G
F

LO
P

S
)

size of problem

4th Iteration

FPM P1
FPM P2

FPM P3
FPM P4

P1
P2

P3
P4

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

Experimental Results: Jacobi Method

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  2000  4000  6000  8000

A
bs

ol
ut

e 
sp

ee
d 

(G
F

LO
P

S
)

size of problem

7th Iteration

FPM P1
FPM P2

FPM P3
FPM P4

P1
P2

P3
P4

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Parallel Computational Iterative Routine
Dynamic Building of Functional Models
Experimental Results: Jacobi Method

Experimental Results: Jacobi Method

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  2000  4000  6000  8000

A
bs

ol
ut

e 
sp

ee
d 

(G
F

LO
P

S
)

size of problem

10th Iteration

FPM P1
FPM P2

FPM P3
FPM P4

P1
P2

P3
P4

Vladimir Rychkov, Alexey Lastovetsky, David Clarke Using Multidimensional Solvers for Optimal Data Partitioning



Problem Outline
Geometrical Data Partitioning Algorithm

New Numerical Data Partitioning Algorithm
Application: Dynamic Load Balancing of Iterative Routines

Conclusions

Conclusions

I Traditional data partitioning algorithms only work for
problems which fit into the main memory of all processors.

I The proposed algorithm, based on accurate functional
performance models, can balance for all problem sizes.

I No prior information about the heterogeneity and memory
hierarchy of the platform needed as inputs into the algorithm.

I Can be deployed self adaptively on any dedicated platform.
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