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Abstract—Communications on hierarchical heterogeneous
HPC platforms can be optimized based on topology information.
For MPI, as a major programming tool for such platforms, a
number of topology-aware implementations of collective opera-
tions have been proposed for optimal scheduling of messages.
This approach improves communication performance and does
not require to modify application source code. However, it is
applicable to collective operations only and does not affect
the parts of the application that are based on point-to-point
exchanges. In this paper, we address the problem of efficient
execution of data-parallel applications on interconnected clusters
and present a topology-aware optimization that improves data
partition by taking into account the entire communication flow
of the application. This approach is also non-intrusive to the
source code but application-specific. For illustration, we use
parallel matrix multiplication, where the matrices are partitioned
into irregular 2D rectangles assigned to different processors
and arranged in columns, and the processors communicate over
this partitioning vertically and horizontally. By rearranging the
rectangles, we can minimize communications between different
levels of the network hierarchy. Finding the optimal arrangement
is NP-complete, therefore, we propose a heuristic based on
evaluation of the communication flow on the given topology.
We demonstrate the correctness and efficiency of the proposed
approach by experimental results on multicore nodes and inter-
connected heterogeneous clusters.

Index Terms—heterogeneous clusters; topology-aware commu-
nications; data partitioning; matrix multiplication

I. INTRODUCTION

Modern HPC platforms are comprised of highly heteroge-
neous computing devices connected by complex hierarchical
network. To execute data-parallel scientific applications effi-
ciently on such platforms, it is necessary to balance the load of
processors and to minimize the cost of communications. The
former can be achieved by partitioning data between the pro-
cessors in proportion to their speed. The latter can be achieved
by reducing the number and volume of communications, by
optimal mapping of the data to the processors, and by optimal
scheduling of communications. In this work, we optimize the
communication performance, assuming that the data have been
optimally partitioned between the processors so that the total
volume of communicated data is minimized.
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Communications between the processes of parallel appli-
cations executed on heterogeneous platforms involve multi-
ple message hops, non-optimal routes and traffic congestion,
which significantly affect performance. Communication opera-
tions can be optimized if topology information is available. In-
deed, topology information has been used for optimal schedul-
ing of messages in MPI collective communication operations
on heterogeneous HPC platforms [1], [2], [3]. However,
parallel applications based on point-to-point exchanges need
another solution, which could take into account the application
communication flow. If all point-to-point communications are
performed over a virtual topology of processes, it can be
optimally mapped onto physical topology of processors, and
this will minimize communication cost of the application [4],
[51, [6].

In this work, we target dedicated heterogeneous HPC plat-
forms with two-level network hierarchy, such as intercon-
nected clusters. The processors of such platforms are con-
nected by a network that can be represented as a two-level
rooted tree with faster communications within sub-trees and
slower communications between. This topology information
can be taken into account, when the application data is mapped
to the processors, in order to minimize message hops and
reduce network contention.

To optimize communications in scientific data-parallel MPI
applications, we take into account both topology information
and application communication flow. Performance of data-
parallel applications, especially those designed for heteroge-
neous platforms, highly depends on balanced workload, which
is achieved by partitioning the data in proportion to the speed
of processors. In its turn, heterogeneous data partitioning
affects the application communication flow and has to be
taken into account in topology-aware optimization. Assuming
that the workload is balanced among the processors, we
propose to rearrange the given heterogeneous data partition
in order to reduce the number of message hops and network
contention. This rearrangement is based on network topology
and communication flow of the application. This approach is
also non-intrusive to the source code but application-specific.



As a case study, we consider a parallel matrix multipli-
cation application for heterogeneous platforms that is based
on the Scalable Universal Matrix Multiplication Algorithm
(SUMMA) [7]. SUMMA is designed for homogeneous mul-
tiprocessors and implemented using MPI. It distributes the
workload evenly between the processors, mapping dense
matrices onto a 2D grid of processors. Each processor re-
ceives one rectangle of matrices and participates in two MPI
communicators that combine all processors in the same row
and column. The communication flow consists of multiple
broadcasts of matrix elements over these communicators. If
SUMMA is executed on a hierarchical network of processors,
its performance may be lower than expected due to higher
communication cost. When network topology is known, this
problem can be solved by using topology-aware broadcasts.

In [8] and [9], SUMMA was adapted for heterogeneous plat-
forms, with matrices being partitioned into irregular 2D rect-
angles in proportion to the speed of processors. The rectangles,
and hence the processors, are arranged in columns. In columns,
the processors communicate the same way as in the original
algorithm. In horizontal direction, the partitioning, and hence
the communication flow, is irregular. Usually, irregular com-
munications between processors are implemented via point-
to-point operations. Non-blocking point-to-point operations
additionally allow for overlapping communications and com-
putations, which can significantly improve the performance of
heterogeneous algorithms. For parallel applications based on
point-to-point exchanges, like heterogeneous SUMMA, there
has been no solution proposed yet that could use topology
information to minimize communication cost.

In this work, we propose to rearrange the rectangles of
the matrix partition in order to minimize communications
between different levels of the network hierarchy. Finding
the optimal arrangement is an NP-complete combinatorial
optimization problem, therefore, it can be solved by using
heuristics. We propose a heuristic based on evaluation of
the application communication flow on the given network
topology. We demonstrate the accuracy and efficiency of the
proposed solution on experiments with interconnected clusters.

The rest of paper is organized as follows. In Section II,
we briefly describe parallel matrix multiplication algorithms
for heterogeneous platforms, and then we overview existing
approaches in topology-aware optimization of communications
for MPI applications. In Section III, we formulate the problem
of topology-aware optimization of communications in parallel
matrix multiplication in terms of application communication
flow and network topology. In Section IV, we present a
heuristic that finds the communication-optimal matrix parti-
tion. In Section V, we evaluate the heuristic in experiments
on computing clusters with two-level network hierarchy.

II. RELATED WORK

In this section, we describe parallel matrix multiplication
algorithms based on SUMMA, with the emphasis on their
communication flow. We consider these algorithms because
of their applicability to a wide range of HPC platforms. These

algorithms can be executed on the platforms that do not form
a 2D grid of processors. The workload in these algorithms
can be balanced by irregular matrix partitioning, proportional
to the speed of processors. The volume of communications
can be minimized. Communication performance of parallel
matrix multiplication on modern hierarchical HPC platforms
can be improved further by taking into account information
about network topology. However, to the best of the authors’
knowledge, all existing modifications of SUMMA are topol-
ogy unaware.

In this section, we also overview related work on topology-
aware optimization of communications. In this area, the main
directions are topology-aware MPI collectives and virtual MPI
topologies. These approaches are quite generic and applicable
to certain classes of parallel applications (which are based on
collective operations) and HPC platforms (for example, Blue-
Gene/L). However, they cannot be applied to heterogeneous
matrix multiplication algorithms. In this work, we formulate
the problem of optimization of communications in terms of
application communication flow and network topology.

A. Parallel Matrix Multiplication on Heterogeneous Platforms

The Scalable Universal Matrix Multiplication Algorithm
(SUMMA) [7] is designed for homogeneous platforms and
implements parallel matrix multiplication C = A x B. In
this algorithm, dense matrices are partitioned over a 2D
grid of processors. Each processor is a part of two MPI
communicators that combine all processors in the same row
and column. To take advantage of processor cache, a blocking
factor, b, has been introduced, so that each matrix consists
of b x b blocks. The algorithm iterates over the columns of
blocks of matrix A and over the rows of blocks of matrix
B. At each iteration, a column of blocks (the pivot column),
A(b), is broadcast horizontally, and a row of blocks (the pivot
row), By is broadcast vertically. Then, matrix C' is updated
on all processors in parallel: C;+ = A,y x B(y). At the end
of each iteration, the pivot column and row move horizontally
and vertically respectively.

The update operation can be performed efficiently by invok-
ing a highly optimized general matrix multiplication (GEMM)
routine, available for most HPC platforms. This operation can
be considered as a computation kernel of the application be-
cause it represents the computation performance of the entire
application. Fig. 1 shows the communication flow of SUMMA,
which consists of the broadcasts in the row and column
communicators. The broadcasts pass the pivot column and row
in rings, pipelining computations and communications.

Heterogeneous modifications of SUMMA are based on the
approach to optimization of linear algebra computations on
heterogeneous platforms proposed in [10]. In this approach, to
balance the load of heterogeneous processors, the matrices are
partitioned into uneven rectangles such that faster processors
will process larger rectangles. Ideally, this way each processor
should receive the workload proportional to its computing
power. In the case of heterogeneous SUMMA, the amount of
computations related to the i-th rectangle will be proportional
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Fig. 1: Communication flow of SUMMA

to d;, the number of blocks it contains. A number of efficient
matrix partitioning algorithms have been proposed [10], [8],
[11], [12] returning rectangular matrix partitions of different
shapes. However, the most popular heterogeneous matrix mul-
tiplication algorithms implement column-based partitioning,
when processors are arranged into columns, and all processors
in a column are allocated rectangles of the same width. The
widths of all the columns sum to the width of the matrix.
The heights of rectangles in a column sum to the height of
the matrix. More elaborated irregular matrix partitioning, such
as [13], is out of scope of this paper. The overview of the
heterogeneous column-based algorithms is presented in [9].
There are two main directions the column-based algorithms
evolved: minimization of the volume of communications, and
data partitioning based on accurate computation performance
models of processors.

In [8], the algorithm minimizing the total volume of commu-
nication was presented. It arranges the processes into columns
and sets the rectangles’ dimensions (m;, n;), using the relative
cycle times of processors as input. The total volume of
communication is proportional to the sum of half-perimeters

P_(m; + n;). The shape and ordering of rectangles are
calculated to minimize this sum. The algorithm returns the
optimal number of columns, the optimal number of rectangles
in each column and the optimal dimensions of rectangles. The
resulting rectangles are sorted in the order of increasing area,
d; = m; x n;, with the shape as square as possible.

Fig. 2 describes the communication flow of the heteroge-
neous SUMMA presented in [8], which will be denoted by BR
for the rest of the text. It consists of one-to-all non-blocking
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Fig. 2: Comm. flow of heterogeneous SUMMA: one-to-all

point-to-point communications in horizontal and vertical di-
rections. In the horizontal direction, these communications are
irregular: each processor holding a part of the pivot column
sends multiple messages of different sizes to all processors
in horizontal direction, whose rectangles are overlapped with
the sender’s rectangle. The size of each message is equal
to the block size times the height of the overlap between
the sender and receiver. In other words, the overlap is the
maximum part of the pivot column required on the receiver
to perform its local update operation. It should be noted that
this communication pattern is not scalable if the number of
communicating processors increases.

The main shortcoming of the BR algorithm is that it
uses simplistic performance model of processors, where pro-
cessor speed is represented by a single positive number.
This approach may fail to balance the load, especially for
highly heterogeneous platforms and self-adaptable applica-
tions. More reliable solution is data partitioning based on
accurate performance models, such as functional performance
model (FPM) [14]. It is built empirically and integrates many
important features characterizing the performance of both the
architecture and the application.

Under the functional performance model, the speed of each
process is represented by a continuous function of problem
size. The speed is defined as the number of computation units
performed by the process per one time unit. The computation
unit can be defined differently for different applications, but it
is required not to vary during the execution of the application.
For SUMMA -based matrix multiplication, it can be defined as
one update of one b x b matrix block: Cypxp+ = Apxp X Byxp.
In this case, the problem size assigned to a process is given
by the number of b x b blocks. The amount of computations
assigned to the process is proportional to the area of the
rectangle formed by these blocks.

The processor speed is found experimentally by measur-
ing the execution time over a range of problem sizes. This
time can be found by benchmarking the full application.
This benchmarking can be done more efficiently by using
a serial code, the speed of execution of which is the same
as that of the application but the execution time of which
is significantly less. A benchmark made of one such core
computation can be representative of the performance of the
whole application and can be used as a kernel. The speed
function of the application can be built more efficiently by
timing this kernel. For SUMMA-based matrix multiplication,
one update of a rectangle C;+ = Ay x B(), implemented
by highly optimized GEMM and performed many times for
different pivot rows and columns, can be used as a kernel.

The problem of data partitioning using functional perfor-
mance models was formulated and solved in [14]. In [9], FPM-
based data partitioning was applied to the BR algorithm. We
will refer to this modification of matrix multiplication as FPM-
BR for the rest of the text. For FPM-BR algorithm, another
communication scheme was implemented, which consists of
non-blocking point-to-point communications in rings, in hor-
izontal and vertical directions (see Fig. 3). In contrast to the
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Fig. 3: Comm. flow of heterogeneous SUMMA: ring

one-to-all communication flow, each processor communicates
only with the processors from its neighbouring columns and
rows. In horizontal direction, the partitioning is irregular, and
the processor holding the pivot row sends multiple messages
to its right column. These messages can be addressed to the
same processor. The size of each message is equal to the block
size times the height of the overlap between all rectangles in
the horizontal direction. Here the overlap is the maximum part
of the pivot column that can be transmitted over the ring of
Processors.

Table I summarizes the above-mentioned matrix multiplica-
tion algorithms based on SUMMA. The FPM-BR algorithm
better balances the workload and minimizes the total volume
of communications. However, none of the algorithms takes
into account the underlying networks topology, so that they
are not communication-optimal. In this work, we propose to
rearrange a given heterogeneous data partition in order to
reduce the number of message hops and network contention.

TABLE I: Comparison of some SUMMA-based algorithms

Algorithm  Data partitioning ~ Comm. vol. Comm. flow
SUMMA homogeneous - broadcasts

BR constant speeds min nb-p2p one-to-all
FPM-BR speed functions min nb-p2p one-to-all/ring

B. Topology-Aware Optimization of Communications

A broad overview of optimization of communications on
heterogeneous HPC platforms is given in [15], where all
existing techniques were classified as performance or topology
aware. The main goal of topology-aware optimization is to
reduce communication traffic and contention by placing com-
municating tasks on physically nearby processors. Communi-
cation traffic is quantified by the number of links a message
traverses. Contention is caused by multiple messages sharing
a network link.

A number of topology-aware implementations of MPI col-
lective communication operations have been proposed. In [1],
two-level communication graphs were constructed for efficient
execution of collective operations on interconnected clus-
ters. Clusters communicated via selected nodes, coordinators,
which formed the inter-cluster communicator. All nodes within
a cluster communicated with the cluster coordinator, forming

the intra-cluster communicator. These optimized implementa-
tions sent the minimal amount of data over the slow wide-area
links.

In [2] and [16], collective operations were optimized
for multilevel hierarchical heterogeneous networks and Grid.
In [3], hierarchical approach was applied to optimize collec-
tives for multi-core clusters: inter- and intra-node communi-
cations were overlapped, using offloading and pipelining tech-
niques. Homogeneous supercomputers with complex network
topologies, like BlueGene and Cray, can also benefit from
topology-aware collectives [17].

MPI implementations try to exploit target architectures as
efficiently as possible by using the most suitable communi-
cation channels and best algorithms for collective communi-
cation operations. Therefore, many existing MPI applications
can be executed efficiently on hierarchical heterogeneous HPC
platforms, without any modifications of the source code.
However, the approach of topology-aware collectives does not
address applications based on point-to-point exchanges. In this
case, it is necessary to ensure that frequently communicating
processes are placed close to each other. This closeness is
application-specific.

The problem of topology-aware optimization of point-to-
point communications can be solved by introducing a graph
that represents the application communication flow and is
mapped onto the network topology. In [4], this approach was
applied to the mesh and graph virtual MPI topologies and
SMP clusters. In [5], it was applied to the mesh topology on
BlueGene/L. In [6], a tool for automatic profile-guided process
placement was developed for interconnected clusters. In all
these work, the heterogeneity of processors was not taken
into account and therefore the processes were placed freely
to processors in order to minimize the communication cost.

In our work, we focus on efficient execution of data-parallel
applications on hierarchical heterogeneous HPC platforms.
Their performance highly depends on balanced workload,
which is achieved by partitioning the data in proportion to
the speed of processors. In our case, the process placement
is determined by data partitioning algorithms. Assuming that
the workload is balanced among the processors, we propose
to rearrange the given heterogeneous data partition in order to
reduce the number of message hops and network contention.
This rearrangement is based on network topology and com-
munication pattern of the application. This approach is also
non-intrusive to the source code but application-specific.

III. COMMUNICATION-OPTIMAL MATRIX PARTITIONING

In this section, we formulate the problem of communication-
optimal matrix partitioning for heterogeneous SUMMA on
interconnected heterogeneous HPC clusters. To minimize com-
munication cost, we use information about the network topol-
ogy and the application communication flow.

In our target platform, interconnected heterogeneous HPC
clusters, the network can be represented as a two-level rooted
tree with faster communications within sub-trees (clusters)
and slower communications between. Within each cluster, a



single network switch provides no-contention point-to-point
communications, appropriately forwarding packets between
sources and destinations. Inter-cluster links may be shared
by multiple processors from different clusters communicating
with each other.

Our goal is to minimize communication cost of the parallel
application that implements the FPM-BR matrix multiplication
algorithm. In this application, each processor is assigned a ma-
trix rectangle of the area and shape that balance the workload
and minimize the communication volume. The communication
flow of this application is based on non-blocking point-to-point
communications in rings. Changing the position of a rectangle
within the matrix does not affect the load balance and the
communication volume, but the rectangles can be arranged
so as to minimize the cost of communications between the
processors. This forms the optimization problem we solve in
this work.

Since column widths are different, we cannot move a
rectangle to another column unless the whole columns are
interchanged. In a column, there are no restrictions on inter-
changes of rectangles. All these limit the solution space of our
optimization problem to a certain number of combinations. Let
¢ be the number of columns and r; be the number of rectangles
in column ¢, 1 < ¢ < ¢. Then the number of combinations will
be equal to the product 1! X ... x .. Which arrangement of
rectangles is communication-optimal? This is an NP-complete
problem.

We performed exhaustive search by running the appli-
cation with all possible arrangements of rectangles on a
small platform of three interconnected heterogeneous clus-
ters. Each cluster consisted of several heterogeneous nodes,
which were assigned rectangles proportional to their speed.
From exhaustive search, we found several arrangements that
reduced (Fig. 4) and increased (Fig. 5) the communication
cost (different colors/fillings correspond to different clusters).
We observed some regularity in the communication-optimal
arrangements, which was related to the topology. In the
optimal arrangements, the rectangles were grouped by clusters,
whereas, in the worst cases, the rectangles assigned to the same
cluster were dispersed vertically and horizontally. With the
optimal arrangements, the application, which is based on non-
blocking point-to-point communications in rings, performs
less inter-cluster communications in horizontal and vertical
directions.

The factorial design of the exhaustive search leads to a large

Fig. 4: Some of the communication-optimal arrangements

number of trials, which becomes infeasible for large platforms.
If topology information is available, we can avoid exhaustive
search by applying some heuristic that efficiently finds a near-
optimal arrangement. Heuristic search requires to estimate
the communication cost incurred by each data partitioning.
Communication cost can be estimated by taking into account
the application communication flow and the network topology.
Using the observations from the exhaustive search, we propose
a cost function for the FPM-BR matrix multiplication with
the ring communication flow and two-level network hierarchy.
The main goal of this function is to characterize the number
and volume of inter-cluster communications incurred by an
arrangement of matrix rectangles. This function should mono-
tonically increase with the increase of the number and the
volume of inter-cluster communications.

In the FPM-BR-ring algorithm, the point-to-point com-
munications in the vertical direction are related to matrix
B (see Fig. 3). The volume of communications in each
column is proportional to the column width. The number of
communicating clusters in the vertical direction remains the
same for any arrangement of matrix rectangles. The number of
inter-cluster communications is proportional to the number of
message hops between clusters. In the communication-optimal
arrangements, the rectangles are grouped by clusters in each
column. In this configuration, the number of message hops
between clusters is minimal in each column. In the worst cases,
the rectangles belong to the same group are dispersed.

To estimate the inter-cluster communication cost, we take
the upper bound of the number of hops made to send the pivot
row over the ring in the column. The rightmost column of the
optimal arrangement in Fig. 6 illustrates the upper bound of
the number of hops. Namely, when the pivot row is on the
top of the matrix, there is only one communication between
clusters: between the processors holding the second and third
rectangles. The same happens when the pivot row is in the
third rectangle: the part of pivot row is sent between the
processors from different clusters that hold the fourth and first
rectangles. In other cases, when the pivot row is in second
and fourth rectangles, two inter-cluster communications are
performed.

We define the cost function for the inter-cluster communica-
tions related to matrix B as follows: costg = > h(i) x v(i),
where variable ¢ iterates over the columns of mgt}ilx rectangles,
functions h and v return the number of inter-cluster commu-

Fig. 5: Some of the worst case arrangements
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Fig. 6: Inter-cluster communications related to matrix B

nications in a column and the column width respectively. This
estimate is equivalent to the integral of h over the space of
columns of matrix b x b blocks: costg = [ h(z)dx, where
variable z iterates over columns of matrix blocks. The cost of
the arrangements in Fig. 6 is calculated as follows:

Worst case: (1 x 12) 4+ (2 x 12) + (3 x 9) =63

Optimal: (1 x 12) + (2 x 12) + (2 x 9) = 54

The point-to-point communications in the horizontal di-
rection are related to matrix A (see Fig. 3). The number
of communicating clusters and the volume of inter-cluster
communications depend on the arrangement. The number of
inter-cluster communications along the pivot column varies.
The volume of inter-cluster communications is proportional
to the height of overlaps of matrix rectangles. The overlap is
the maximum part of the pivot column that can be transmitted
over the ring of processors in the horizontal direction. Fig. 7
illustrates both the numbers of inter-cluster communications in
overlaps and the heights of overlaps. In the optimal arrange-
ment, the rectangles assigned to the same cluster are grouped
in rows as much as possible, while in the worst case, they are
scattered over the matrix.

Similarly to the communications related to matrix B, we
use the upper bound of the number of inter-cluster commu-
nications. For example, in the optimal arrangement in Fig. 7,
the number of inter-cluster communications over the upper
part of matrix A varies from one to two, depending on the
location of the pivot column. If the pivot column is in the
second column of matrix rectangles, there will be two inter-
cluster communications in two top rings.

We define the cost function for the inter-cluster communica-

tions related to matrix A as follows: cost4 = Y h(i) x v(i),

where variable ¢ iterates over the o overlaps of matrix rect-
angles, functions h and v return the number of inter-cluster
communications in an overlap and the height of the overlap.
This estimate is equivalent to integral of h over the space
of rows of b x b matrix blocks: costa = [ h(z)dxz, where
variable x iterates over rows of matrix blocks. The cost of the
arrangements in Fig. 7 is calculated as follows:
Worst case: 2 x (11+34+3+3+4+2+6) =64
Optimal: 1 x (6 +8) +2 X (1 +9+2+6) = 50

To conclude, the inter-cluster communication cost asso-
ciated with arrangement M is represented by two values
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Fig. 7: Inter-cluster communications related to matrix A

(costa(M),costg(M)), constituting a point in Euclidean
space. The problem of finding the communication-optimal
arrangement can be formulated as minimization of the Eu-
clidean norm: ||(cost (M), costg(M))|| — min. This norm
represents a combined cost and can be used to compare any
two arrangements. The combined costs of the above arrange-
ments are /642 + 632 = 89.80 and /502 4+ 542 = 73.59
respectively. Table II summarizes the execution time and the
inter-cluster communication cost for the worst and optimal
cases.

In the next section, we show how these intuitive and based
on the observations cost functions can be used in a heuristic
solution of the combinatorial problem of topology-aware op-
timization of communication cost in the heterogeneous matrix
multiplication application.

TABLE II: Exhaustive search experimental results

Cost Exec time (sec)
Worst case  Optimal ~ Worst case ~ Optimal
Exhaustive search 89.80 73.59 6.00 2.78

IV. HEURISTIC SEARCH

In this section, we use information about the network
topology and the application communication flow in a heuristic
that efficiently constructs a near-optimal arrangement. Our
heuristic does not require to run the application to collect
information about its communication performance. The main
idea of our heuristic approach is to reduce the search space
of rectangle arrangements and find the one that minimizes the
inter-cluster communication cost of the application.

Our heuristic can be summarized as follows. First, we
group the rectangles assigned to the same subnetwork in
columns. This will minimize the inter-cluster communication
cost related to matrix B. Then, we rearrange the groups of
rectangles in columns to minimize the inter-cluster communi-
cations related to matrix A. Let us present the rationale for
such a solution and describe the solution in detail.

A. Rationale

Finding the optimal arrangement is complicated by irreg-
ularity of communications over rows, which is related to



matrix A. We propose to apply cost function costy4 not to
the whole matrix but to some of its columns. In such a
way, cost4(Az, ..., A;) estimates the cost of communications
between the first ¢ columns of rectangles. Here A; is the i-
th column of matrix rectangles. We will construct the near-
optimal arrangement by minimizing this cost function for
successive submatrices that consist of two, three or more
columns of rectangles: (A7, As), (A1, Aa, As), .. ..

Let us assume that the rectangles in the first ¢ — 1
columns have been rearranged to minimize the cost:
costa(Ay,...,A;—1) = min. With these columns fixed, we
can estimate the cost of ¢ columns, with different permutations
of rectangles in the ¢-th column. The permutation providing
the minimal combined cost can be added to the solution.
This approach reduces the number and volume of inter-
cluster communications but does not guarantee finding a global
minimum. It allows us to test a significantly smaller number
of combinations of rectangles, which is equal to the sum (not
the product) of permutations: 75! + ...+ 7.!, where r; is the
number of rectangles in column i.

We observed that in communication-optimal arrangements
the matrix rectangles assigned to the same network subtree
were grouped (Fig. 4). Indeed, this minimizes the number
of hops between subnetworks, g(i), in each column i, and
therefore, reduces the communication cost related to matrix B,
costp. If the rectangles in columns are grouped, we will have
to estimate costa(A1,...,A;) for significantly less number
of combinations. For ¢g; communicating clusters in column ¢,
there will be g;! permutations of the grouped matrix rectangles.
The number of combinations of groups g;! is significantly
smaller than the number of combinations of individual rectan-
gles r;!.

In one of the optimal cases, namely, in the left picture
of Fig. 4, one group of rectangles in the third column is
split between the top and bottom of the column. In this case,
the upper bound on the number of inter-cluster communica-
tions remains minimal, two, providing better communication
performance of the parallel matrix multiplication application.
Consideration of such cases significantly increases the search
space and complicates the construction of the near-optimal
arrangement. We exclude such cases from the search and
only test permutations of the non-split groups of rectangles in
each column. Nevertheless, our heuristic can find arrangements
close to the one in the right picture of Fig. 4.

B. Formal Description

Our heuristic is summarized in Algorithm 1. First, in each
column, we group the rectangles by subnetworks. We denote
each permutation of the groups in a column i as A¥, k =
1...g;!, and the permutation with the minimum submatrix cost
as Af, costa(Aq, ..., AF) = min. Let us show how the near-
optimal arrangement is constructed by selecting the optimal
permutations for each column. For the submatrix consisting of
only one column (A;), we have nothing to test because there
are no communications in the horizontal direction. Therefore,

Algorithm 1 Heuristic for the communication-optimal ar-
rangement

for each column ¢ :=1 to c do
group rectangles by clusters — g; groups

end for
A’{ = A1
for each column 7 := 2 to ¢ do
. |
generate group permutations — A}, ..., A%

for each permutation k£ := 1 to g;! do
find k such that costa(A%,..., Ar |, A¥) = min
end for
A = Ak
end for

we accept this column as the optimal permutation (A} := A;)
and add it in the resulting arrangement.

Let us assume that we have found the optimal permutations
in the first 4 — 1 columns, and hence costa(A%,..., AT ;) =
min. We add another column of rectangles and estimate the
communication cost for the extended submatrix, trying differ-
ent permutations A¥. The permutation with the minimal cost,
Af, such that cost 4 (AF, ..., Af_;, AY) = min, is added to the
resulting arrangement. We repeat this step for all columns of
rectangles. The final arrangement will significantly minimize
the communication cost of parallel matrix multiplication.

In total, this heuristic requires to test go! + ... + g.!
arrangements of submatrices. This is significantly smaller than
the solution space of the exhaustive search, which is equal
to the product of the numbers of permutations of rectangles
in each column 71! x ... x r.!. In addition, this heuristic
does not require to run the application or any benchmarks
to compare the communication cost of the application for
different arrangements. Instead, it uses the information about
network topology and application communication flow.

By minimizing the cost, this algorithm reduces the number
and volume of inter-cluster communications. However, it does
not guarantee finding the global minimum, and therefore,
it provides only some near-optimal solution. By fixing the
communication-optimal submatrices, we reduce the search
space but may loose the optimal solution. A7, the intermediate
result of the search, may change if we rearrange groups in one
of the first 7+ — 1 columns, and this configuration all together
may be a better solution. Nevertheless, for the small platform
used in Section III, the result of the heuristic search coincided
with the communication-optimal arrangement found by the
exhaustive search.

V. EXPERIMENTAL RESULTS

In this section, we demonstrate that, with the near-optimal
arrangement found by the heuristic, the communication perfor-
mance of the heterogeneous matrix multiplication application
can be significantly improved.

In our experiments, we used FuPerMod, a software tool
for optimal data partitioning on dedicated heterogeneous HPC
platforms [18]. In addition to the programming interface for



TABLE III: Hardware specifications

Cluster Site Processor Cores  Memory
Edel Grenoble  2.27 GHz Xeon 8 24GB
Sol Sophia 2.6 GHz Opteron 4 4GB
Stremi Reims 1.7 GHz Opteron 24 48GB
Paradent Rennes 2.5 Ghz Xeon 8 32GB
Taurus Lyon 2.3GHz Xeon 12 32GB
Chimint Lille 2.4 GHz Xeon 8 16GB
Chinqgchint  Lille 2.83 GHz Xeon 8 8GB

balancing the computational workload in data-parallel scien-
tific applications, this tool provides the heterogeneous matrix
multiplication algorithm that we referred to as FPM-BR in
Section II-A. We improve the communication performance of
this algorithm on two-level network hierarchy, using topology
information. We compare the execution time of this algorithm
with the topology-unaware data partitioning and with the
communication-optimal data partitioning obtained from the
heuristic search.

We performed experiments on Grid’5000 infrastructure in
France, which consists of ten sites, geographically distributed
and interconnected using Renater network. Within each site
there are different clusters. Table III shows the specification
of the experimental platform. Each experiment was carried
out on a set of clusters from different sites. We had a
priori information about the network topology. To increase
heterogeneity, we used different numbers of threads on each
node. The execution time was the mean of 30 runs.

A. Inter-Cluster Experiments

In these experiments, we use four clusters with different
numbers of nodes. We spawn one MPI process per node, with
different numbers of threads to increase the heterogeneity. The
block size is 64 in all experiments. Table IV shows the inter-
cluster communication cost and the total execution time for
the following experiments:

e 16 nodes: We start experiment with 16 nodes, 4 nodes
on “Edel” cluster, 5 nodes on “Taurus” cluster, 3 nodes
on “Sol” cluster and 4 nodes on “Chimint” cluster. The
problem size is 16384, which is the area of a square
matrix 128 x 128, given in the number of b x b blocks.

e 32 nodes: In another set of experiment, we use 32 nodes
in total, 9 nodes on “Chingchint” cluster, 8 nodes on
“Edel” cluster, 9 nodes on “Paradent” cluster and 6 nodes
on “Taurus” cluster. The problem size is 32400. Fig. 8
shows the original topology-unaware data partitioning
and the arrangement return by the heuristic.

TABLE IV: Inter-cluster experimental results

Nodes Cost Ratio Exec time (sec) Ratio
Orig  Heuristic Orig  Heuristic

16 533 432 1.23 58.00 42.58 1.36

32 868 710 1.22 119.30 88.30 1.35

90 1719 1263 1.36  400.80 297.83 1.34
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Fig. 8: Matrix partitioning for four interconnected clusters of
heterogeneous processors: 32 nodes
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Fig. 9: Matrix partitioning for four interconnected clusters of
heterogeneous processors: 90 nodes

e 90 nodes: we extend the experiments with 90 nodes
on four clusters, 25 nodes on “Chinqchint” cluster, 22
nodes on “Stremi” cluster, 29 nodes on “Paradent” cluster
and 13 nodes on “Taurus” cluster. The problem size is
90,000. Fig. 9 shows the original topology-unaware data
partitioning and the heuristic solution.

Experimental results show that the arrangement found by
the proposed heuristic improves the total execution time by
more than 30%. As expected, the rectangles assigned to the
same cluster are grouped in columns and, as much as possible,
in rows, which minimizes the inter-cluster communications.
In horizontal direction, the heuristic minimizes not only the
number of communications between clusters but also the num-
ber of communicating clusters. Indeed, the topology-unaware
partitions in both pictures result in communications between
all four clusters, which are performed in rings along all rows
of matrix A. With the heuristic-based partitions, three clusters
in average are involved in the ring communications.

B. Homogeneous Inter-Node Experiments

In parallel matrix multiplication algorithms for homoge-
neous platforms, matrices are usually partitioned into a Carte-
sian grid. If the number of processors is not equal to a square
of some integer number, such partitioning will result in the
non-square shape of matrix blocks. In this case, the volume
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Fig. 10: Matrix partitioning for four homogeneous multi-core
nodes, with 24 MPI processes per node

TABLE V: Homogeneous inter-node experimental results

Nodes Cost Ratio Exec time (sec) Ratio
Orig  Heuristic Orig  Heuristic
4 336 199 1.68  3.85 3.17 1.21

of communications is not optimal. It is minimized in such
SUMMA-based algorithms as BR.

We performed experiments on a homogeneous multi-core
cluster, which is characterized by faster communications be-
tween the processes running on the same node and slower
communications between the processes running on different
nodes. Each node of the Stremi cluster has 24 cores. We
spawned 24 MPI processes on four nodes. Problem size is
1024 and block size is 64. Table V shows the communication
cost and the total execution time of the application with
different arrangements of matrix rectangles. Fig. 10 shows
how matrices are partitioned by the BR algorithm and our
heuristic. These results show that the proposed topology-
aware optimization technique can improve the communication
performance on homogeneous platforms as well.

VI. CONCLUSION

In this paper, we presented the heuristic approach aimed to
minimize communication cost of heterogeneous matrix multi-
plication using information about network topology and appli-
cation communication flow. Our heuristic approach provides
efficient near-optimal solution of the combinatorial problem
of mapping the application communications onto the network
topology. We validate this approach with experiments on
Grid5000.
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